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FOREWORD

This publication, the Tracor Assure EC 4.11 for Novell FER is being issued by the National Computer
Security Center under the authority of and in accordance with DoD Directive 5215.1, “Computer Security
Evaluation Center.” The purpose of this report is to establish the candidate rating for NetWare 4.11 Network
and Assure EC 4.11 for Novell. The requirements stated in this report are taken from Trusted Network
Interpretation (TNI) of the Department of Defense Trusted Computer System Evaluation
Criteria dated July 1987.

Approved:

John C. Davis 16 December 1997
Director, National Computer Security Center
National Security Agency
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EXECUTIVE SUMMARY

The security protection provided by the Assure EC 4.11 for Novell, when configured in a secure manner as
described in the Trusted Facility Manual and running on a IBM PC 700 series computer with a MicroServer
daughter board, has been examined by an evaluation team from the National Security Agency (NSA). The
security features of Assure EC 4.11 for Novell were examined against the requirements specified by the
Trusted Network Interpretation (TNI) of the Trusted Computer System Evaluation Criteria (TCSEC) dated
31 July 1987 in order to establish a candidate rating.

The evaluation team has determined that the highest class at which the Assure EC 4.11 for Novell satisfies all
the specified requirements of the TNI is class C2+ DI network component. Further, the team has determined
that the Assure EC 4.11 for Novell is composable into a C2 Network System under the rules specified in the
Network Security Architecture and Design (NSAD), version 1.0.

A product that has been rated as being a C division TNI network component provides a Network Trusted
Computer Base (NTCB) that supplies fine grained Discretionary Access Control (DAC), Object Reuse (OR),
Identification and Authentication (I&A), audit of security relevant events, and resource isolation. The system
developer has provided a semiformal security policy model of the system.

The Assure EC 4.11 for Novell is an IBM compatible PC workstation that operates as a DOS compliant
application platform and serves as a complete client component in a Novell NetWare 4.11 Network system.
The Assure EC 4.11 for Novell provides secure controlled access to the network and to local storage and
peripherals. Tt provides a processing environment for one user at a time (i.e., the workstation is a single-
user system). It contains a conventional PC computer system (i.e., the Platform) to which is added the
MicroServer daughter board. The MicroServer contains a separate CPU, and assorted components, that
provide a hardware-enforced protected domain for TCB software execution.

The Assure EC 4.11 for Novell system provides DAC protections for files, directories and Input/Output
ports located on the workstation. File and directory DAC is provided by an Access Control List (ACL)
mechanism that uses ACL entries containing user/group names, file pathname patterns, and a list of access
rights settings. Device DAC is provided by assigning I/O-port rights to users.

The Assure EC 4.11 for Novell also provides 1&A for each user before any access is granted to the system.
I& A is based on usernames and passwords and allows for the control and monitoring of all user access to the
workstation.

Audit can be performed for all accesses to protected workstation objects. Audit records are copied to a
Novell NetWare 4.11 Server for central storage. Audit reduction tools for both Assure EC 4.11 for Novell
and Novell NetWare 4.11 Server audit trails are located on the Assure EC 4.11 for Novell.

The Assure EC 4.11 for Novell includes menu-based tools for managing both workstations and Novell Net Ware
4.11 Servers. Secure management of the Assure EC 4.11 for Novell is performed through central network
management, which allows an administrator to configure user, access control, and audit information for a
network of workstations using NetWare 4.11’s Directory Services.

Novell is participating in RAMP for the Assure EC 4.11 for Novell.

XV
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Chapter 1

Introduction

In March 1995, the National Computer Security Center (NCSC) began evaluation of Assure EC 4.11 for
Novell from Tracor Information Systems (formerly Cordant, Inc.). This report summarizes the results of
that evaluation, and provides evidence and analysis of the security features and assurance characteristics
provided by Assure EC 4.11 for Novell. Material for this report was gathered by the evaluation team through
analysis of documentation and interaction with product developers. This report documents the evaluation
team’s understanding of the product’s security design and appraises it against the C2 network component
requirements as defined by the Trusted Network Interpretation (TNT). This evaluation applies to the versions
of Assure EC 4.11 for Novell specified by Appendix A, Evaluated Hardware, page 165, and Appendix B,
Evaluated Software, page 167.

1.1 Evaluation Process Overview

The National Security Agency (NSA) evaluation process has three phases: Pre-evaluation, Evaluation, and
Ratings Maintenance. Pre-evaluation begins when the vendor submits a product proposal for review. The
proposal is reviewed in relation to market potential, security design, and state-of-the-art technology. Products
that are deemed appropriate candidates for evaluation proceed to the next step in pre-evaluation: Technical
Assessment (TA). During a TA, the vendor demonstrates that the product design and evaluation evidence
are complete. The purpose of the TA is to determine the degree of advice assistance that might be necessary
before the product is ready to begin evaluation. The TA team is composed of experienced evaluators who
provide a quick assessment of the vendor’s readiness for evaluation. Depending upon the results of the TA,
a vendor will receive advice or complete an Intensive Preliminary Technical Review (IPTR). An IPTR, if
successful, allows NSA to initiate a product evaluation.

Evaluation is an analysis of the trusted components of the product. During the evaluation phase, a team
undergoes training on the product, performs security analysis, conducts hands-on activities appropriate to
the product’s rating (such as system testing), and reviews design, user, administrator, test, and ratings
maintenance documents. The evaluation team uses the documentation to produce an Initial Product As-
sessment Report (IPAR). This document, along with a team presentation of the security architecture of
the product and the team’s plans for testing, are reviewed by a Technical Review Board (TRB) consisting
of senior members of the evaluation community. The TRB’s purpose is to ensure consistency of analysis
across all evaluations. Once any recommendations from the TRB have been addressed, the team proceeds to
perform security testing and other rating-appropriate activities (e.g., architecture studies) on the product.
The TPAR is combined with the documentation of the results of these activities and post-IPAR security
analysis to produce the Final Evaluation Report (FER). The evaluation team presents the FER, along with
the final results of testing, to the TRB for review. The TRB reviews the results of testing, and may make
additional recommendations. After the team addresses the final TRB’s recommendations, the product is
placed on the Evaluated Products List (EPL) and the FER is published.
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After completion of the initial evaluation, the product enters the Ratings Maintenance Phase (RAMP).
RAMP provides a mechanism for a vendor to maintain the rating of a product throughout its life-cycle.
During RAMP, the vendor works with an NSA Technical Point-of-Contact (TPOC) to discuss proposed
changes to the evaluated product. The Vendor Security Analyst (VSA), possibly in conjunction with an
NSA-assigned Security Analysis team (SA-Team), perform security analysis of the product. All security-
relevant changes are presented to a TRB, which recommends to NSA management whether the updated
product should retain its rating. Once all changes are approved, an entry is made on the EPL, and the FER
is updated by the vendor.

1.2 System Overview

The Assure EC 4.11 for Novell is designed to be composed into a trusted network system with the Novell
NetWare 4.11 Server. NetWare 4.11 provides file and print services and supports an organization’s ability
to share information and computing resources. The Assure EC 4.11 for Novell supplies local computing
resources including local file and directory access and local applications. The Assure EC 4.11 for Novell
(along with the Novell NetWare 4.11 Server) contains an NTCB partition that is used to enforce the security
policies and protect the data stored within the component. Associated with the Assure EC 4.11 for Novell
is a complete set of design documents including a TFM describing how to administer the Assure EC 4.11 for
Novell and an SFUG describing the user-level interface.

There are interdependencies between the Assure EC 4.11 for Novell and Novell NetWare 4.11 Servers. There
are utilities that reside on a Assure EC 4.11 for Novell that are used to administer a Novell NetWare 4.11
Server. Also, the Assure EC 4.11 for Novell provides access to network resources as well as its local computing
resources. In addition, users log into a server from a Assure EC 4.11 for Novell; there is no direct user logon
interface at the Novell NetWare 4.11 Server. Finally, the audit records generated by the Assure EC 4.11 for
Novell are sent to the Novell NetWare 4.11 Server for storage.

1.3 Document Organization

The document is structured as follows:

Chapter 2 provides an overview of the major features and functions of the Assure EC 4.11 for Novell. Chapter
3 describes the TCB interfaces and databases contained on the Assure EC 4.11 for Novell. Chapters 4, and 5
describe the TCB hardware and software for the Assure EC 4.11 for Novell. Chapter 6 describes the network
protocols supported by the Assure EC 4.11 for Novell. Chapters 7, 8, and 9 describe protected resources, the
security policies that exist on the workstation, and the workstation assurances. Chapter 10 describes how
the C24 DI requirements are met. This chapter also discusses the Trusted Computer System Evaluation
Criteria (TCSEC) requirements beyond C2 that are satisfied. Chapter 11 presents how the Assure EC 4.11
for Novell satisfies the system Network Security Architecture and Design (NSAD) requirements and can be
composed into a C2 network system. Finally, chapter 12 contains the evaluator comments on this evaluation.

The appendices following chapter 12 are organized as follows:

e Appendix A describes the Assure EC 4.11 for Novell evaluated hardware.
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Appendix B describes the Assure EC 4.11 for Novell evaluated software components.
Appendix C contains the Assure EC 4.11 for Novell EPL listing.

Appendix D contains a list of acronyms.

Appendix E contains the bibliography.

1.4 Conventions

The following typographic conventions are used throughout the report to aid in recognizing various types of
information.

FErample Description

system call Names of system calls (these invoke the kernel TCB)

command Names of commands, processes, and programs (non-kernel)
protocol Names of network protocols

pathname Names and pathnames of files, directories, etc.
INSTRUCTION  CPU instructions

structure Data structure and attribute names

user name User, group, and other attribute names

Additionally, significant or defining references to new terms are in italics.
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Chapter 2

Overview

This chapter provides a high-level description of the Assure EC 4.11 for Novell as a network component
meeting the Discretionary Access Control (DAC) and the Identification and Authentication (I&A) Trusted
Network Interpretation (TNT) requirements. The Assure EC 4.11 for Novell assumes the client role in a client-
server architecture. In addition to access to network resources, this workstation supplies local computing
resources including local file and directory access and local applications. The Assure EC 4.11 for Novell
contains an Network Trusted Computer Base (NTCB) partition that communicates via service protocols to
a Novell NetWare 4.11 Server NTCB partition. The Assure EC 4.11 for Novell NTCB partition mediates
access to the network resources.

The Assure EC 4.11 for Novell also contains a local TCB that provides protection to local resources. It en-
forces local DAC, Identification and Authentication policies, and generates audit records of local workstation
activities and passes those audit records to a server NTCB partition for storage.

The workstation provides a processing environment for one user (or administrator) at a time (i.e., the
workstation is a single-user system). The workstation consists of two separate hardware domains: an off-
the-shelf IBM PC 700 Series system referred to as the Platform and an Assure plug-in ISA card referred
to as the MicroServer. This card provides a separate, protected hardware domain for execution of the
workstation’s NTCB and TCB software (as distinguished from administrative utilities, which run on the
Platform). It contains a CPU, a custom ASIC, and other hardware for communicating with the Platform.
Trusted software in the MicroServer domain mediates access to local disks, the LAN medium, and the
workstation’s I/O ports. The Platform allows for an untrusted operational DOS environment that can run
numerous commercial applications. The Platform is trusted, however, when running administrative sessions.

Both the MicroServer and Platform have a processor, memory (dynamic RAM and EPROM), battery-
backed CMOS memory (for configuration data), PC support logic and BIOS firmware. The MicroServer and
Platform hardware domains are connected by an ISA bus. The ISA hardware provides memory addressing,
I/O port accesses, and system control signals.

The Platform hard disk is disconnected from the system bus, is recabled, and connected directly to the
MicroServer. The recabling of the hard disk from the Platform allows the MicroServer to exercise control
over access to all files and directories on the Assure EC 4.11 for Novell. A Dual Ported RAM (DPR) device
on the MicroServer provides the sole communications channel between the two domains of the workstation.

2.1 Component History

Cordant, Inc., formerly known as Centel Federal Systems Inc. (and now known as Tracor Information Sys-
tems), has been developing and marketing data protection systems for DOS-based platforms since 1990.
The systems, known as Assure, provided multi-user access controlled use of what had been single user PCs.
Assure was available as both a software only and a hardware enhanced version. The primary feature of both

16 December 1997



Tracor Assure EC 4.11 for Novell FER
CHAPTER 2. OVERVIEW

was the introduction of user accounts and access control privileges into the DOS environment, along with
user access auditing. The add-on hardware board offered a DES encryption mechanism that added to the
protections provided by Assure.

In May 1991, Cordant Inc. and Novell Inc. announced plans to develop a C2-level secure version of Assure
to be used with Novell NetWare.

In February 1993, a version of Assure compatible with Novell NetWare was developed and released. In May,
Novell Inc. announced formal contractual selection of Cordant as a partner in defining and delivering a
trusted network computing environment; this was the Assure EC system.

In 1994, the combined Novell NetWare and Cordant Assure EC products entered into an NCSC C2 Trusted
Network Interpretation evaluation.

2.2 Typical Environment

As a client in a client-server architecture, the Assure EC 4.11 for Novell makes requests of NetWare, or other
compatible servers, and receives replies from the server component. Each workstation may be the client of
an arbitrary number of servers via the network media, which is physically protected. This workstation is
a component of a network consisting of multiple network segments, containing many workstations and one
or more servers. The workstation meets the security requirements as delineated in the Network Security
Architecture and Design (NSAD) and can be composed into a C2 network system with other workstations
and servers that meet the NSAD requirements.

The Assure EC 4.11 for Novell has local untrusted users that can access local workstation files and appli-
cations as well as network services from server components. Users must login to the workstation to access
local resources and must login separately to NetWare Directory Services (NDS) on a Novell NetWare 4.11
server in order to access network resources. User programs on the Assure EC 4.11 for Novell access local
files stored on the workstation and remote files stored on Novell NetWare 4.11 servers. This single-user DOS
workstation uses the dual-CPU architecture to provide a protected domain for both a NTCB partition and
a local TCB.

All communication between the two workstation domains is via a structured and mediated bus interface. All
file system and I/O port accesses are mediated by the MicroServer trusted software (the Assure Reference
Mediator or ARM) after being routed to the MicroServer by a DOS redirector capability. The untrusted
domain (i.e., the Platform) is the execution environment for a user’s operating system and application
programs. Each Assure EC 4.11 for Novell has a group of authorized users assigned to that particular
workstation (as setup by the administrator).

The MicroServer independently logs into NDS at workstation boot time (i.e., it maintains and uses a NetWare
4.11 workstation login account distinct from Platform users) to down-load the workstation configuration data
that is stored on a NetWare 4.11 Server. This data contains all the necessary information about the users who
are allowed to log in to that workstation. This includes user account information (user IDs and passwords),
as well as user security (i.e., DAC) data.

The workstation configuration data, down-loaded at boot time, are used by collections of workstations. These
workstations may use this data to enter the same initialization state. These configuration data are stored
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in NDS objects on NetWare 4.11 servers. Any workstation that references the same container at boot time
will use the same data files. The workstations that share configuration data constitute a domain.

The Assure EC 4.11 for Novell supports local I&A and contains a DAC and Object Reuse policy to protect
file system objects, I/O ports, and the LAN medium.

The Platform and MicroServer hardware are part of both the NTCB partition and local TCB at all times.
The Platform software is trusted while running an administrative session using Novell DOS (NDOS) (or
Microsoft DOS (MSDOS)). During nonadministrative user sessions, the Platform software is not trusted,
although it may execute the same operating system version.!

The Assure EC 4.11 for Novell uses NDS on a network server in order to store specific data about the
workstation. Information about the workstation, such as configuration data, 1&A information and DAC
information, are downloaded from NDS at each workstation power-on or hardware reset. The Assure EC
4.11 for Novell also uses Net Ware NDS to store audit data that is collected at the workstation and periodically
uploaded to the server for storage. Storage and protection of authentication data, administrative data, and
audit data is provided by a Server NTCB partition.

In order for the Assure EC 4.11 for Novell to operate securely in a C2 network, it must meet the following
constraints that are generally stated below but are more specifically enumerated in the NSAD.

e The Assure EC 4.11 for Novell implements the client role of the NetWare protocol stack to perform its
functions within the network.

e The Assure EC 4.11 for Novell implements the client role of those NDS NCPs that provide user
authentication and password changing.

e The Assure EC 4.11 for Novell associates user identities with all auditable actions taken by a user and
passes these identities to other NTCB partitions.

e The workstation mediates access to all local resources and to the network.
e The workstation enforces a DAC policy.

e The workstation creates and protects audit data.

e The workstation meets object reuse requirements.

e The workstation supports only one user at at time.

e The workstation does not permit untrusted software to issue network packets without NTCB verifica-
tion of the source and destination addresses.

e The workstation has a unique network address.
e There is no direct workstation-to-workstation communication.

e The workstation meets the architectural requirement constraints.

1A fresh image of the OS is loaded at system boot time.
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2.3

Cryptography on the Workstation

Cryptographic services are provided by the Assure EC 4.11 for Novell, however, they are not used to meet
any of the TNI requirements. The following information is provided as a general description of how and
where cryptography is used on the Assure EC 4.11 for Novell to supplement the other protection mechanisms.

Data Encryption Standard (DES) encryption hardware in the MicroServer is used for encryption and
decryption of files and administrative data. Keys are initialized by the system administrator and
remain associated with the encrypted files.

Each workstation has a unique master key that is maintained in blind storage with no user interface.
Installation users can set the master key using the INSTALL utility. There 1s no means to obtain the
master key once installed.

User passwords are DES encrypted under a workstation master key. Passwords in transit to a server
component or stored in another component are always encrypted with the master key. This encryp-
tion supplements the protection of passwords using DAC on the workstation and server and physical
protection of the network media.

Workstation audit records are stored in DES-encrypted form under the workstation’s master key. The
encryption occurs as the audit record is created by the MicroServer. Audit data uploaded for storage
on a network server are in encrypted form. The AUDIT utility in the workstation decrypts audit trails
when they are downloaded from a network server and displays them to administrative users.

The Assure EC 4.11 for Novell also interacts with the encryption that is used by server components dur-
ing the authentication process. The encryption is used to verify the identity of a user at a workstation
to the server. Encryption provides a way for transmitting authentication data without transmitting a
password in the clear.

The Assure EC 4.11 for Novell can also use the NetWare Core Protocol (NCP) packet signature
capability to digitally sign NCP packets sent to the server component.

Cryptography is used on the Assure EC 4.11 for Novell to create the signature used in background
authentication with servers on the network.

2.4 NTCB Partition Structure Overview

The Assure EC 4.11 for Novell NTCB partition includes the following:

MicroServer hardware,

MicroServer firmware (MicroServer BIOS referred to as MBIOS),
MicroServer software,

Platform hardware,

Platform firmware (Platform system BIOS, referred to as PBIOS, Platform Expansion BIOS, referred
to as EBIOS, and video expansion BIOS) during administrative sessions, and
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o All software on the Assure EC 4.11 for Novell during an administrative session, including NDOS.

The Platform software is trusted while running an administrative session using NDOS. All access to the
local disks and LAN medium are made by requesting file or network services from the trusted MicroServer
domain.

2.5 Security Policy

Since the workstation component is used by one user at a time, there is only one subject and it corresponds to
the user session that is running on the workstation. Subject attributes include name, group(s), device rights
and file authorizations. Workstation named objects are file system objects (i.e., DOS files and directories).
Input/Output ports constitute an additional set of protected resources. Storage objects include: MicroServer
memory, Platform memory, I/O registers on named I/O devices and storage locations on the Platform
hardware.

The Assure EC 4.11 for Novell local NTCB partition enforces DAC policies for all named objects under its
control. These policies are based on user identity. Both a file system DAC policy and DAC policy for I/O
port addresses are implemented. A subject’s rights to workstation files and directories are controlled by the
system administrator through an ACL consisting of a list of access control path specifications containing user
or group access rights. A subject’s access to I/O port addresses on the ISA bus is controlled though a list
set up by an administrator and enforced by hardware.

Identification and Authentication is performed for each user before any access is granted to protected re-
sources. The authentication mechanism is based on an identifier (user name) and private password. Unique
individual identifiers are required. The Assure EC 4.11 for Novell also assists the user in authentication to
other network NTCB partitions. Background authentication is performed for subsequent access to network
resources using a credential and signature created at login. All authentication data is protected by DAC.

Audit is performed for all accesses to protected workstation objects. Audit records are stored temporarily on
the workstation and uploaded at regular intervals to a server component. Audit review occurs when audit
data is downloaded from a server and audit reduction tools are used on the workstation to examine the audit
data.

The Assure EC 4.11 for Novell must be power cycled and rebooted between each user session. All user-
specific session attributes are reinitialized when this occurs. Each user receives a new instantiation of an
operating system at boot time and no characteristics of a prior user session are retained except via named
objects mediated by the security policy.

Administrative users must use the evaluated version of the operating system on the Platform during their
sessions. The Platform becomes trusted as an effect of booting the evaluated operating system (i.e., NDOS
or MSDOS) and then must be used only to perform the administrative tasks outlined in the Trusted Facility
Manual (TFM).

The Platform is not trusted during normal users sessions and can run other operating systems besides the
evaluated ones. Ordinary users can also perform any operations supported by the operating system and run
any utilities or applications they choose (e.g., Windows 3.1, etc.).
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Figure 2.1. A Novell NetWare 4.11 Network System

2.6 Role of the Assure EC 4.11 for Novell NTCB Partition in
the NetWare NTCB

The Assure EC 4.11 for Novell serves as a trusted client workstation within the Novell NetWare 4.11 Network
System. It provides a platform for both ordinary Net Ware users and NetWare administrators. It also provides
protections for its own users, remote Novell NetWare 4.11 Servers, and other client workstations.

A Novell NetWare 4.11 Network System can consist of client and administrative workstations, routers,
NetWare 4.11 Servers, and the underlying transport network (see Figure 2.1, page 10 for an example network).
In this system the Assure EC 4.11 for Novell is evaluated as a class C2+ DI network component and the
NetWare 4.11 server component must also be evaluated as at least a class C2 IAD network component. In
addition all other network components must also be evaluated at least as C2 network components in order
for the entire network to meet the C2 requirements.

The design and operation of the Assure EC 4.11 for Novell conform to the rules contained in the Novell
NetWare 4.11 Network Security Architecture and Design (NSAD) document. This document establishes
the rules underwhich clients, Novell NetWare 4.11 Servers, and other components can be composed into a
network system that satisfies the Trusted Computer System Evaluation Criteria (TCSEC) C2 evaluation
requirements. In a Novell NetWare 4.11 Network System all components of the network would have to
conform to these rules.

The Assure EC 4.11 for Novell provides the following features which allow it to be composed into a network
system:
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1. The Assure EC 4.11 for Novell assures the validity of the network source address (i.e., IPX) of any
data packets released to the network. This prevents any untrusted software running on the Assure EC
4.11 for Novell from misrepresenting itself to other components on the network.

2. The Assure EC 4.11 for Novell also controls the reception and release of all routing information (i.e.,
RIP) and service advertizing (i.e., SAP) protocols to the network. This prevents the Assure EC 4.11
for Novell from receiving false RIP information and thereby disrupting the Assure EC 4.11 for Novell’s
knowledge of the locations of existing servers. It also prevents untrusted software running on the Assure
EC 4.11 for Novell from broadcasting false routining information to other workstations and servers.

The Assure EC 4.11 for Novell also assures that false SAP information can not be either transmitted
or received. This prevents the Assure EC 4.11 for Novell from believing the claims of a false service
provider. It also prevents untrusted software on the Assure EC 4.11 for Novell from claiming to be a
service provider.

3. The Assure EC 4.11 for Novell prevents direct communication between client workstations. The As-
sure EC 4.11 for Novell assures that all outgoing packets are being sent only to recognized servers.
The Assure EC 4.11 for Novell also prevents other workstations from sending information directly to
untrusted software running on the Assure EC 4.11 for Novell

4. The Assure EC 4.11 for Novell assists users when logging into Novell NetWare 4.11 Servers and provides
protection of all authentication data from untrusted software running on the Assure EC 4.11 for Novell.
The Assure EC 4.11 for Novell actively prevents user’s authentication data from being observed by
untrusted software.

5. The Assure EC 4.11 for Novell also provides Object Reuse protection with regards to data being either
received or released to the network.

6. The Assure EC 4.11 for Novell provides a trusted environment for administrators to maintain Novell
NetWare 4.11 Servers. The NetWare 4.11 administrative tools and utilities can be run from an Assure
EC 4.11 for Novell to effectively manage NetWare filesystem, NDS object properties, auditing, and
print services. The Assure EC 4.11 for Novell will protect all administrative information from untrusted
software.
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Chapter 3
NTCB Partition Interfaces and Databases

In this chapter the workstation Network Trusted Computer Base (NTCB) partition is formally defined, the
local interfaces are described, the databases which are downloaded to each workstation from the NetWare
server and the local workstation databases are specified, and the NTCB interfaces are described.

3.1 NTCB Partition Definition and Structure

The definition of the Assure EC 4.11 for Novell NTCB partition (other wise known as the TCB) and the
general structure of the TCB software is presented here. The definition of the workstation TCB encompasses
the hardware and software aspect of the workstation’s MicroServer and Platform domains.

The TCB consists of the following (refer to Figure 5.1, page 56 for the pictorial layout of the TCB):

1. Hardware. The workstation (i.e., MicroServer and Platform) hardware is part of the workstation
TCB. The hardware consists of the MicroServer processor and domain memory, the dual ported
RAM (DPR) to communicate between the MicroServer and the Platform, the Platform processor and
memory, the Industry Standard Architecture Bus, diskette, display, keyboard, /O ports, I/O devices,
hard drives, and the network cables connected to the workstations. See Chapter 4, Hardware, page 27
for more information on the workstation hardware.

2. BIOS Software. All the BIOSs are part of the TCB. These consist of two Platform BIOSs, the
Extension BIOS (EBIOS) and Platform BIOS (PBIOS), one MicroServer BIOS (MBIOS), and the
video expansion BIOS. The PBIOS provides basic I/O services for the Platform. The EBIOS provides
extension to the basic I/O services to allow the passing of data to the MicroServer via the Dual
Ported RAM (DPR). PBIOS and EBIOS software is only trusted during the adminsitrative session
- EBIOS executes on the Platform. All BIOSs software is trusted during system initialization. The
MBIOS provides basic I/O services for the MicroServer. See Section 4.4, BIOS, page 39 for additional
information on BIOS.

3. MicroServer Software. The software that executes on the MicroServer, except for the workstation
initialization software, is part of the TCB. (The initialization software, although not part of the TCB,
is under configuration control.) See Section 5.2, TCB Internal Programs, page 55. The MicroServer
software consists of:

(a) Request Agent - software that provides object access service on the MicroServer

(b) Packet Filter - security policy enforcing software for IPX packets going to and coming from a
server

(c) NetWare Client - application-level portion of client protocol stack
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(d) LSL Subsystem - link support layer software which routes packets between the NIC Driver and
the protocol stack

(e) ISANIC Driver - driver that communicates over the ISA bus,via the DPR, and simulates the
Network Interface Card (NIC) interface to the Platform

NIC Driver - driver that communicates with the network to access network services

—~
—
N

(g) ARM - the security policy enforcing software for local workstation access

(h) Novell DOS - the basic operating system

4. Basic Platform Software. The software on the Platform is part of the TCB only during the period
when a workstation system administrator has logged in to the workstation - the system administrator
executes only trusted software on the Platform. The TCB software (see Section 5.2, TCB Internal
Programs, page 55) consists of:

(a) Novell DOS (NDOS) - the basic operating system?

(b) LOCLDSKS Redirector - the software that provides interface to the local files located on the
MicroServer

(c) NetWare Client - application-level portion of client protocol stack

(d) LSL Subsystem - link support layer software which routes packets between the NIC Driver and
the protocol stack

(e) ISANIC Driver - driver that communicates over the ISA bus to the MicroServer

5. Trusted Application Software. The application software (e.g., AUDITCON, ASAP, AUDIT) that is
executed on the Platform domain and invoked when a workstation system administrator has logged
in, is part of the TCB. See Section 5.4.1, Administration Tools and Use of Commands, page 72 for
additional information.

The local TCB consists of everything that is in the NTCB partition except the following software?.

1. Part of the Request Agent program on the MicroServer which is concerned with communicating with
the NetWare server

2. The Packet Filter software and NIC Driver on the MicroServer

3. The NetWare Client software on the Platform and MicroServer

3.2 NTCB Partition Interfaces

The Assure EC 4.11 for Novell contains two NTCB partition interfaces: an NTCB partition interface that
manages local requests from the untrusted Platform to the MicroServer and also provides the external
interface to the administrator; and an NTCB partition interface that manages remote requests between the
workstation and the network.

1The System Administrator can also choose to use Microsoft DOS instead of Novell DOS. However, the system is shipped
with Novell DOS installed.
2The local TCB is contained within the NTCB Partition
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3.2.1 Workstation User Interface

When an ordinary user is logged into the client workstation, the NTCB partition interface is internal to the
workstation. The workstation’s NTCB partition interface is made up of requests that are communicated
between the Platform and MicroServer by way of the Dual Ported RAM (DPR). Some of these requests
support the Local File System Services, Authentication Services, Network Protocol Services, and Encryption
Services. In addition to requests for local services, requests for network services (i.e., the NTCB interfaces)
also originate on the Platform and are transmitted to the MicroServer via the DPR. The Platform utilizes
the ISANIC, which simulates a NIC driver, in order to route the request to the MicroServer. Requests for
network services are either NetWare Core Protocol (NCP) requests or Sequenced Packet Exchange (SPX)
requests.

When a user is logged into the client workstation as an administrator, the Trusted Computing Base (TCB)
interface consists of requests made during the (trusted) Novell DOS (NDOS) session on the Platform. The
Assure Security Administration Program (ASAP) and Assure Auditors Program, which both execute on the
Platform, provide the menus from which these requests are made. See Section 5.4, Administration, page 72.

The Assure EC 4.11 for Novell uses the DPR to couple the Platform and the MicroServer. The Platform and
the MicroServer each have facilities to pass messages to the other via the DPR. The recipient of a particular
message depends on the message type. These messages define the interface for untrusted users, and are the
only mechanism for passing information across the TCB boundary of the workstation.

Messages are encapsulated into one or more packets that fit into the DPR buffer. Each packet contains a
fixed-length message header and optional data. Each header contains the current packet number, the total
number of packets in the message, the size of the current packet, the total message length, and the message
channel number (i.e., message service type). The File System messages are the primary TCB interface,
but there are other message types (e.g., Startup, Shutdown, Network, Cryptographic, and Peek/Poke) that
support system operations.

3.2.1.1 File System Messages

File system messages support the Platform NDOS redirector and the standard NDOS file services. All file
system messages share a common well-defined message structure which contains information such as: the
origination of the request (i.e., whether the message is from the redirector for an ordinary file operation, or
from the EBIOS for boot-file access), the file operation (open, read, write, etc.), drive identifier, file handle,
file names, and file data. Any attempted violations of DAC policy are translated to an equivalent NDOS error
number and returned as the completion status for file request. The following NDOS file services messages
transfer file requests to the MicroServer.

Change Current Directory causes the current directory in the file system to be changed.
Close All Files causes all open files to be closed.
Close File causes the specified open file to be closed.

Create/Truncate File creates and opens a new file, and if a file of the same name already exists then it
is truncated to zero length.
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Commit File causes any portions of the specified file that have been modified, but not yet saved on disk,
to be written to disk.

Delete File: removes a file from the file system.

Extended File Open combines the operation of the file open and the file create operations. If the file
exists, it 1s opened, otherwise it is created with zero length.

Find First File returns the name of the first file or (sub)directory matching the specified input name and
attributes.

Find Next File returns the next directory entry matching the name and attributes specified in a previous
call to Find First File or Find Next File.

Flush All Disk Buffers causes all data (for all open files) buffered in memory by the operating system to
be written to disk.

Get Disk Space retrieves allocation unit size, capacity, and the amount of available space in the filesystem.

Get DOS Attributes retrieves the NDOS file attributes associated with a file (i.e., Read Only, Archive,
Hidden, and System).

Lock Region causes the NDOS operating system to deny access to the specified region of a file.
Make Directory causes the specified directory to be created in the file system.

Open Existing File opens the specified file for subsequent processing.

Qualify Remote Name transforms a file name to standard NDOS format.

Read from File causes data to be read from an open file.

Remove Directory causes the specified empty directory to be deleted from the file system.
Rename File changes the name of an existing file.

Seek File updates the pointer to the current position within the file.

Set DOS Attributes sets the NDOS file attributes (i.e., Read Only, Archive, Hidden, and System) for a
file.

Unlock Region allow access to a specific file region which was previously locked.

Write to File causes data to be written to a specific open file.

3.2.1.2 Startup Messages

The startup messages are used when the MicroServer is initializing the Platform. During this period the
Platform is executing trusted code.®> The messages initialize the Platform CMOS, indicate which drives
are available on the MicroServer, and allow the Platform to continue the boot process. Until such time as
the MicroServer sends a boot authorization message to the Platform, the Platform is in terminal emulation
mode. In this mode, any keystrokes on the Platform are captured and forwarded to the MicroServer for
processing. Similarly, the MicroServer forwards display data to the Platform. After the Platform boots the
MicroServer will no longer respond to these messages.

3The PBIOS and EBIOS are functioning but there is no operating system.
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CMOS Setup This message transfers data from the MicroServer which are used to reset the Platform’s
CMOS to predefined values established during installation.

Virtual Setup This message from the MicroServer describes the virtual drives which can be “seen” by the
Platform. It contains the drive letter (e.g., C:), and the MicroServer file containing the virtual drive
data (e.g., \ASSURE\DSIMAGE\ADMBOOT . IMG). This information is stored in Platform memory used by
the EBIOS.

Terminal Emulation These messages transfer any keystrokes on the Platform to the MicroServer for
processing; and forwards any display data to the Platform.

Keyboard The MicroServer sends three single byte messages to the Platform:

Hook Keyboard causes the EBIOS to transfer Platform keyboard entries to the MicroServer.
Unhook Keyboard restores keyboard processing to the Platform.
Beep Speaker beeps the Platform speaker.

When the keyboard is hooked, the Platform transfers the keyboard scan code and correspond-
ing ASCII character to the MicroServer. The MicroServer will response by either resetting the
Platform keyboard hardware using a Peek/Poke message or beep the speaker if the MicroServer
keyboard buffer is full).

Basic Video These messages are used to display data on the Platform screen and may be sent by
the MicroServer at any time but are used primarily in terminal emulation mode. The Basic
Video message, which consists of 37-bytes of register values, transfers these values to the Platform
system BIOS interrupt 10h video routines. The Platform returns to the MicroServer the 24-bytes
of register values returned from interrupt 10h on the Platform.

Boot Authorization This message from the MicroServer informs the Platform that the booting process
is allowed to continue. It identifies the number of floppies installed on the Platform, the network
distinguished user name, boot image pathname, and network NIC address.

3.2.1.3 Logout and Shutdown Messages

The Logout message transfers a single-byte logout request from the Platform to the MicroServer. The
MicroServer then logs the user off, terminates the network connection, closes any open files, and issues a
shutdown message.

Shutdown messages are issued by the MicroServer, to order the Platform to prepare for reboot.

Hang: This message from the MicroServer to the Platform EBIOS causes the Platform to go into a tight
loop.* This prevents further processing on the Platform until the power-off switch is flipped. The
MicroServer sends this message when a user logs out to ensure that the Platform is initialized before
the next login begins. If this message is ignored by the Platform, only local activity within the Platform
is possible, any attempts to exchange information between the Platform and the MicroServer will fail.

Reboot: This message causes the Platform to display instructions telling the user to power off the computer.

4The EBIOS attempts to synchronize with the MBIOS, this is not possible since the MicroServer has halted.
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3.2.1.4 Network Messages

Network messages are used to transfer NetWare 4.11 message packets between the Platform and the Mi-
croServer for release to the network. These message packets provide the interface between the untrusted
software operating in the Platform and the NetWare 4.11 servers. The MicroServer examines each message
to ensure no attempts are made to invoke unauthorized services. There is only one type of network message,
the network packet.

3.2.2 Miscellaneous Messages

There are other miscellaneous messages which cross the NTCB partition interface composed of Cryptographic
and Peek/Poke messages.

Cryptographic These messages are external interfaces to the administrator that allow Platform applica-
tions (e.g., ASAP for encrypting for user passwords and file encryption keys, and AUDIT in decrypting
audit records) to use the encryption/decryption services of the MicroServer.

Peek /Poke These messages are used by the MicroServer to interrogate or set memory or 1/O ports on the
Platform. These messages support the Terminal Emulation messages and the HARDTEST utility used
by an administrator to verify Platform operation. These messages do not depend upon the operation
of untrusted software operating in the Platform. There are no complementary functions which can be
used in the reverse direction.

3.2.3 Network Interfaces

In addition to the interface this NTCB component presents to an untrusted human user, there is also an
interface presented to the network. In the evaluated configuration, the Assure EC 4.11 for Novell is used
as a network component providing local file system services and access to server file system and printing
services. To access network services (i.e., NetWare) several protocols are supported in the evaluated network
configuration.

Although generic NetWare supports many different protocol stacks, including TCP/IP, the only protocol
stack allowed in the evaluated configuration is the NetWare Internetwork Packet Exchange (IPX)/Sequenced
Packet Exchange (SPX) protocol stack. There are several protocols, at all layers of the OSI network model,
included in the evaluated configuration. These protocols are briefly identified below, and fully discussed
in Section 6, Network Protocols, page 79.

At the lowest layer (physical/data-link), only Ethernet is supported. At the network layer, the IPX protocol
is used to provide a datagram service, that does not gaurantee delivery, with network-wide unique addressing
capability. There are several protocols also at the network layer that use IPX as a transmission vehicle. The
Routing Information Protocol (RIP) is used to exchange routing information between IPX routers on the
network. The Service Advertising Protocol (SAP) is used to allow server components to advertise the services
they provide to clients on the network, allowing clients to find a route to a print server, for example. IPX
diagnostics are also supported, making available network configuration and statistical information.

SPX and its successor, SPX II, provide a reliable, connection-oriented transport service between two nodes
on the network. SPX and SPX II ride on top of IPX. Since SPX II is a superset of SPX, both protocols will
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be referred to as SPX unless there is a need to make a distinction; the differences between the two protocols
involve maximum packet size and other non-security-relevant changes. An SPX diagnostics protocol is also
implemented on top of the SPX protocol, serving the same function and returning much of the same type of
information as the IPX diagnostics protocol.

On top of SPX, at the applications layer, are two protocols used to access services offered by the server NTCB
component. The Storage Management Services Protocol (SMSP) is used to perform backup and restore
operations on servers throughout the network. The Print Server Status and Control Protocol (PSSCP) is
used to control a print server, which is a program running on a server component that controls printing for
a particular print queue.

The final protocol in the evaluated configuration is the NetWare Core Protocol (NCP). NCP is by far the
richest and most complicated interface to the server component, consisting of over 500 requests to perform
such varied actions as accessing files, submitting print jobs, submitting audit records, and configuring the
NetWare administrative database, NetWare Directory Services (NDS). NCP is implemented directly on
top of IPX. Because IPX is a connectionless protocol, NCP supplies its own connection-oriented, reliable
transport services in addition to having the characteristics of an application layer protocol once the connection
is established.

When the Assure EC 4.11 for Novell is running in general user mode, SMSP packets are not allowed to
originate from the workstation. In administrative mode, they are. In either mode, RIP and SAP response
packets are not able to be issued, since only components acting as routers are able to issue those types
of packets. A final restriction is that the Assure EC 4.11 for Novell is only allowed to send packets to
valid servers on the network; no direct peer-to-peer communications are allowed. The mechanism used
to implement these restrictions runs on the MicroServer, and is described in Section 5.2.6, Packet Filter,
page 63.

3.3 TCB Databases

The TCB data that are used by the workstation MicroServer software are described here. Some of the
databases are created and stored on the workstation itself as TCB data. Other databases are created and
stored on the server. These databases are retrieved from the server by the workstation TCB at the beginning
of each user session, and are stored on the workstation as part of the TCB data.

The Assure EC 4.11 for Novell uses six conceptual databases for storing administrative data. Four of these
databases are stored on the NetWare server, and are protected by the server’s DAC policy. These four are
referred to as global databases, because they contain information applicable to multiple workstations. The
remaining two databases are stored on each workstation component and are protected by the workstation’s
file system DAC policy. These two are referred to as local databases and apply only to the workstation
component on which they are found.

3.3.1 NDS Databases

The NetWare Directory Services (NDS) is a distributed database residing on NetWare servers, and it defines
the structure of the network system. The NetWare NDS schema was extended to provide the necessary
objects to represent the global databases for the workstations. In this section the use of NDS by the Assure
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EC 4.11 for Novell is addressed. The NetWare NDS is used to store Assure EC 4.11 for Novell-specific
administrative data. These data are globally applicable for all workstations in a domain. Each Assure EC
4.11 for Novell has knowledge of its domain. The following paragraph briefly describes the NDS.

The NDS database design is that of a hierarchical tree structure composed of organizations, users, groups,
and network resources. The structure of the directory tree is defined by a specific set of rules known as the
directory schema. The NDS data are stored as NDS objects in the Directory Information Base (DIB) on a
server component. An NDS object consists of a name and a set of properties which is created in accordance
with the directory schema. The NDS schema defines different classes for different types of objects. An
object class is a template for storing information as objects in the directory tree. Each class defines the rules
for the different object types, and a class contains a pre-defined set of properties. There are three types of
classifications of NDS objects: [Root], container objects, and leaf objects. The [Root] object is the top of
the tree with branches consisting of container objects. Leaf objects are the ends of the branches of the tree.
NDS is separate from the NetWare file system on a server.

The NetWare NDS DIB is used to store Assure EC 4.11 for Novell data related to 1&A, DAC, Audit Trail,
and configuration data. The data related to 1&A, DAC, and configuration are downloaded from NetWare
NDS DIB to the Assure EC 4.11 for Novell by the MicroServer whenever the workstation is power cycled.
The 1&A, DAC, and configuration data are used by the MicroServer after it is downloaded to make the
workstation-specific security policy decisions. If these data are not downloadable to the workstation, then
the previously downloaded data, that has been temporarily stored on the workstation, are used. Each time
the data are downloaded from the server, the previous data temporarily stored on the workstation is first

deleted.

The global databases, conceptually represented as rows and columns, are implemented as collection of NDS
objects, where each object is a row of the conceptual table, and each element in the row is a property of the
object. During workstation initialization, selected rows (i.e., specific NDS objects) from the databases are
downloaded to the workstation and stored in DAC-protected database files.

In addition to the global databases in the DIB, there are two repositories for storing audit data. A global
audit trail in the DIB is used for permanent storage of audit events for a collection of workstations. A local
audit queue in each workstation is used for temporary storage of audit data awaiting uploading to the global
audit trail.

The four global databases are organized in a single container object within the DIB. The container used for
storing the global databases must also have at least one global audit trail. There may be multiple instances
of this kind of container object in the DIB (i.e., there may be multiple instances of the four global databases
and the global audit trail). All references by an object within one container object must be to other objects
or global audit trail in the same container object.

The global databases are automatically downloaded to a workstation and temporarily stored every time a user
logs in. The four global databases stored in the DIB are Assure Global Profile, Assure Global Workstation,
Assure Global User, and Assure Global Group.

The objects of the four global databases can only be written into/modified by a workstation user who also
has a system administrator role on the NetWare server component that contains these global databases,
because they are part of the NetWare server TCB. The TFM states that the workstation user should also
be a system administrator on the workstation in order for the user to create/modify these global databases.
The MicroServer has read access to these databases.
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In the event that changes to the global databases require immediate effect on workstations, the administrator
must physically access each workstation and delete the temporarily stored copies on the workstation. In this
case it is not possible for someone to login unless a connection is established with the server.

3.3.1.1 Assure Global Profile

Each record (i.e., row) contains information applicable to a group of workstations within a domain, and this

record is temporarily stored on each workstation in the group. The following is the list of data items found in

each record. The temporarily stored copy on the workstation is stored in the file ¢: /ASSURE/TCB/PROFILE.DIB.
1. Profile Name. A string of 64 characters.

2. Object Revision. This field contains the revision date of the Assure Global Profile object configura-
tion.

Unique Object Identifier. A ten-byte identifier used to reference this profile.
Login Message. This message is displayed to users before they have logged in.

Welcome Message. This message is displayed to users after they have logged in.

SO AN

Foreign Users Allowed. This flag indicates whether foreign users are allowed to use workstations
that are members of this profile. The TFM indicates that foreign users are not permitted to be
configured in the evaluated configuration.

7. Foreign Group Object Identifier. This is a unique object identifier of the Assure Global Group to
which foreign users are granted access. The TFM indicates that foreign users are not permitted to be
configured in the evaluated configuration.

8. Foreign Boot Path. The path name to be used by foreign users for booting the workstation Platform.
The TFM indicates that foreign users are not permitted to be configured in the evaluated configuration.

9. Foreign Port Rights. Names the I/O ports that can be used by a foreign user. The TFM indicates
that foreign users are not permitted to be configured in the evaluated configuration.

10. File Erasure Type. Two types of file erasure are provided in support of object reuse requirements.
The standard type causes deleted files to be overwritten by ones. The Government File Erasure type
causes overwriting by ones, then zeroes, then a fixed pattern containing both zeroes and ones, and then
reading and verifying the fixed pattern. Both file erasure types are acceptable.

11. Audit File Link. The NDS distinguished name of the Assure Global Audit Trail object, where
workstation audit data is stored.

12. Audit Upload Frequency. This identifies how frequently the workstation attempts to upload audit
data from the workstation local audit file to the Assure Global Audit Trail.

13. Logout Processing. There are three options when a user logs out of the workstation: The power
cycle option, which allows login only after power cycle. The Reset Button option,® which allows the
user to login only after hardware reset or power cycle. The software reboot option causes the Platform
to reboot by itself. The TFM indicates that the third option must not be used in the evaluated
configuration.

5The evaluated hardware platform does not contain a Reset Button, so this option is not currently supported.
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3.3.1.2 Assure Global Workstation

The Assure Global Workstation database contains information about an individual workstation, and is
maintained globally for ease of administration. A single record of this database pertains to a workstation,
and this record is temporarily stored on the workstation. The copy on the workstation is temporarily stored
in C:\ASSURE\TCB\SYSTEM.DIB. The following is the list of data items in each record:

1. Workstation Name. The name of the workstation, 64 characters.
2. Object Revision. The revision date of the Assure Global Workstation object configuration.
3. Unique Object Identifier. (Not used.)

4. Public/Private Key Pair. This field is used to allow the MicroServer to login to the NetWare server.
This value is not temporarily stored on the workstation.

5. Object Password. This hashed password is used to allow the MicroServer to login to the server.
This is the workstation’s password, a 16-byte hashed value corresponding to the Workstation Object
Password field in the Assure Local Workstation. This value is not downloaded.

6. Profile Used. The identifier of the Assure Global Profile for this workstation. A workstation may
contain the identifier of only one profile.

7. Authorized User List. The names of the authorized users allowed to login to this workstation. Each
name is a unique object identifier of the corresponding Assure Global User object.

8. Port Name-to-Address Mapping. This field defines the mapping of port set names to addresses,
so the users may be granted access to I/O ports using port set names. This value is a list of triples;
each triple consists of a port set name, a list of I/O port numbers, and an optional DOS name (e.g.,
PRINTER, 278h-27Fh, LPT1:). For additional details see Section 4.3.3, Flexible Port Protection,
page 38.

3.3.1.3 Assure Global User

The Assure Global User database contains user-specific data. Global storage allows the user information to
be applicable on multiple workstations. Selected records of this database that pertain to a workstation (see
the Authorized User List field in Section 3.3.1.2, Assure Global Workstation, page 22) are temporarily stored
on that workstation. The copy on the workstation is temporarily stored in C:/ASSURE/TCB/USER.DIB. The
following is the list of data items in each record:

1. User Name This is the login workstation user name, restricted to 64 characters.

2. Object Revision. The revision date of the Assure Global User object configuration.

3. Unique Object Identifier. The identifier of this user object.

4. Login Disabled. This flag indicates whether the user’s login is disabled.

5. Login Expiration Date. This gives the date when the user’s login expires.
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User Password. The user’s workstation password used for logging in to a workstation; the password
is DES encrypted using the workstation’s master key.

User’s Full Name. The full name of the user.

Unique Password Required. This flag indicates whether the user is required to have a password
that is unique relative to the user’s four most recently used passwords.

Minimum Password Length. The minimum password length which may be used for passwords.
The TFM stated that the minimum length should be eight.

Previous Password. The user’s four previous passwords, DES-encrypted using the workstation
master key.

Periodic Password Changes Required. This flag indicates whether the user is required to period-
ically change passwords.

Last Password Change Date. The last date on which the user changed the password.
Password Change Frequency. The frequency in days after which the user must change the password.

Authorized Login Times. The hours and week days during which the user is authorized to use the
workstation.

Boot Path. The complete path name from which the Platform operating system is booted after login.
This value is ignored for foreign user login; instead, the Foreign Boot Path field of the Assure Global
Profile is used. However, the TFM indicates that foreign users are not permitted to be configured in
the evaluated configuration.

NetWare Login Name. The fully-qualified NDS object name for the user. This is the NDS distin-
guished name.

Audit Flags. This bit vector indicates which classes of workstation audit events are recorded for this
user.

User Authorization. This value indicates whether the user is authorized for ordinary, or adminis-
trative use of the workstation. Individuals who use the system in more than one capacity must have
separate user IDs for each role.

Foreign Usage Allowed. This flag indicates whether the user is permitted to use workstations for
which access has not been specifically granted. This user is not allowed to login as foreign user on a
workstation unless this flag is set. If this flag is set, then this foreign user may login to workstations
specified in the same or different NDS container objects, provided that the workstation permits foreign
user logins. The TFM indicates that foreign users are not permitted to be configured in the evaluated
configuration.

File Clearing Allowed. This flag indicates whether the storage area of a file should be cleared
for the user when the file is deleted. The TFM indicates that this flag must be set in the evaluated
configuration in order to avoid object reuse problems.

Group Membership. The identifiers of the Assure Global Groups to which this user belongs.
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22. User Access Control List. The list of DOS directory/file paths for which the user is explicitly
granted or denied access. This list is integrated with rights that may be granted to the user from
group membership. Each entry in the path list is a triple: path name, the rights to the path,
and an optional DES file encryption key. When downloaded this list is stored in a separate file
C:/ASSURE/TCB/PATH.DIB.

23. Port Rights. Indicates the I/O port set names that may be used by the user. For foreign user logins,
the Foreign Port Rights field of the Assure Global Profile is used. The TFM indicates that foreign
users are not permitted to be configured in the evaluated configuration.

24. Executable File Protection. This flag indicates whether the user is allowed to write, create, rename,
and delete executable files.

25. Login Script. A sequence of commands to be executed by the workstation Platform after the user
has logged in.

26. Home Directory. The user’s home directory on the workstation. This value is passed on to the
Platform; it is the Platform’s responsibility to change the user’s current directory to this location.

3.3.1.4 Assure Global Group

Each record in the Assure Global Group database contains information about a single group. Selected records
of this database that pertain to a workstation, based on the Group Membership field in the Assure Global
User records, are temporarily stored on that workstation in the file C: /ASSURE/TCB/PATH.DIB. Each record
contains:

1. Group Name. The group name is restricted to 64 characters.

2. Object Revision. This field contains the revision date of the Assure Global Group object configura-
tion.

3. Unique Object Identifier. The identifier for this group object.

4. Group Access Control List. The list of path names for which members of the group are explicitly
granted or denied access. This list is integrated with rights that may be granted to the individual
user or group that the user is a member of. Each entry in the path list is a triple: path name, the
rights to the path, and an optional DES file encryption key. For details on how the data are used see
Section 8.2.1.1, File System Objects, page 100.

3.3.2 Local Workstation Databases

There are two workstation local databases: Assure Local Workstation, and Assure Local User. These
databases are locally stored in each workstation.

3.3.2.1 Assure Local Workstation

The Assure Local Workstation database contains information needed before the NDS DIB is accessible by
the MicroServer. These data are not kept in one place on the workstation. The data items are:
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. Master Key. The master key is used for encrypting certain security data (e.g., workstation password).

It is stored in the MicroServer’s DES chip. It is part of the workstation configuration. The same master
key is used for all Assure EC 4.11 for Novell in a domain.

. Container Name. This is the name of the NDS container object that holds the global databases and

the audit trail that pertain to this workstation. The value of this field is set at workstation installation
time.

Workstation Object Name. This is the name of the workstation’s Assure Global Workstation object
in the DIB.

Workstation Object Password. This is the password used by the MicroServer to log into the server
to get data from the DIB. This password is stored DES-encrypted under the master key, and is DAC
protected.

Use MD4 Signatures. This pair of flags indicates whether the workstation should use MD4 message
digest packet signatures for NCP packets originating from the Platform, and for NCP packets origi-
nating from the MicroServer. Each flag has four possible values: 0 means do not sign packet, 1 means
sign packet if server requests, 2 means sign packet if server is capable of signing, and 3 means sign
packet and require the server to sign.

EBIOS Contents. The EBIOS is used as part of the boot procedure. The EBIOS code is stored in
non-volatile memory on the MicroServer board as part of the installation process.

CMOS Content. The CMOS for the workstation Platform is stored in non-volatile memory on the
MicroServer and is loaded into the Platform at workstation boot time.

Current Time/Date. This value is stored in the CMOS.

Ethernet Address. This value is set at installation time and is stored in non-volatile MicroServer
memory. For backup purposes, a copy is stored in a DAC-protected file so that it can be reloaded into
the non-volatile memory if needed.

IPX Network Number. The IPX address includes the IPX network number and the node address
for the workstation.

Audit File Path Name. This names the file used for the Assure Local Audit Storage.

Audit File Size. This specifies the size of the local audit file.

3.3.2.2 Assure Local User

Each record of the Assure Local User database contains information about a single user known to the system.
This database is stored in C:/ASSURE/TCB/USER.DBF. There is exactly one record for each user in USER.DBF.
The data items are:

1.

Last Successful Login. The last time and date when the user successfully logged in to this worksta-
tion. The user’s name is also recorded.

25
16 December 1997



Tracor Assure EC 4.11 for Novell FER
CHAPTER 3. NTCB PARTITION INTERFACES AND DATABASES

2. Last Unsuccessful Login. The last time and date when someone made an unsuccessful attempt to
log in as the user to this workstation. Last unsuccessful login is incremented only when a valid user
name is entered, but the login may have failed for other reasons (e.g., bad password, invalid time of
day, account disabled). This value is reset after a successful login as the user.

3. Number of Unsuccessful Login Attempts. The number of unsuccessful attempts at logging in
since the last successful login to this workstation. Number of unsuccessful login attempts is incremented
in the same way as last unsuccessful login. This value is reset after a successful login.
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Chapter 4

Hardware

The Assure EC 4.11 for Novell component consists of two hardware domains: the Platform and the Mi-
croServer. The Platform is an industry standard IBM compatible PC. It includes the system motherboard,
keyboard, display, diskette drives, serial/parallel communications ports, and system chassis (enclosure and
power supply). The MicroServer domain includes the MicroServer board and the hard disk storage subsys-
tem. The MicroServer board contains an Advanced Micro Devices 386SE processor, a custom Application
Specific Integrated Circuit (ASIC), and the Ethernet LAN interface. The ASIC provides the communication
channel between the two domains, and also contains the mechanisms that facilitate the TCB control over
certain system resources located on the main system motherboard.

The MicroServer exists to provide a domain for TCB execution and provides mediation of access to all
protected objects managed within the Assure EC 4.11 for Novell. During non-administrative sessions the
Platform simply provides a processing environment for untrusted code and presents no security domain
for any Novell DOS (NDOS) processes running there. During administrative sessions, however, both the
Platform and the MicroServer are trusted and run an evaluated operating system and administrative utilities
and commands.! The MicroServer and the Platform execute exclusively as single user systems with no
provisions to support two or more authenticated subjects at any time.

The Assure EC 4.11 for Novell hardware architecture is shown in Figure 4.1, page 28.

4.1 Platform Hardware

The Platform provides the execution environment for administrative and general user programs. It provides
both a domain for running untrusted software during untrusted user sessions and a domain for executing
TCB software during system administration. The Platform is a complete IBM PC-AT compatible computer
containing CPU, Motherboard, RAM, BIOS, Floppy drive, etc. The evaluated hardware is presented in
detail in Appendix A.1, IBM PC 700, page 165.

4.1.1 Platform Processor Architecture

The hardware base for the Assure EC 4.11 for Novell Platform consists of off-the-shelf IBM PC 700 Series
Pentium microprocessor based systems.

The Pentium CPU architecture features are summarized below:

Processing Units The Pentium contains nine processing units that provide its basic operational capabili-
ties: Bus Interface, Cache, Code Prefetch, Instruction Decode, Control, Integer, Segmentation/Paging,

1During regular user sessions a nonevaluated operating system can be run on the Platform which will not be trusted.
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Figure 4.1. Assure EC Hardware Block Diagram

and Math Coprocessor. Each of these units is dedicated to specialized operation and together constitute

the CPU.

Registers Nine sets of registers exist on the Pentium: General, Instruction Pointer, Segment, Memory
Management (i.e., paging), Control, Flags, Debug, Floating Point, and Test. Each of these sets of
registers are used for specialized activities and they have unique formats and instructions for their use.
Some of these registers require the CPU to be operating in a particular mode (e.g., protected mode)
in order for them to be accessible and active.

Stacks The Pentium is a stack-based machine that uses stack pointer and stack base registers.

Math Coprocessor The Pentium contains an integrated math coprocessor that can be used for floating
point calculations.

Modes of Operation The Pentium supports three modes of operation:> Real Address Mode, Protected
Virtual Address Mode (PVAM), and Virtual 8086 (V86) Mode. The processor always starts operating

2 An additional mode of operation, System Management Mode, is supported on the Pentium. However, it is intended only
for use by firmware and is entered via a non-maskable interrupt generated by an external source. This mode cannot be entered
directly from application or operating system programs.
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in Real Address Mode.? In real mode any task running on the processor has full and unrestricted
access to all resources on the Pentium.

In PVAM all the features and instructions of the Pentium are available. Full memory segmentation is
active and the use of the paging address translation mechanisms is optional. PVAM is the mode of
operation where full memory protection is offered.

V86 mode provides the ability to run multiple virtual real mode Pentium processes under PVAM. This
allows separate 8086 programs to run and be provided with complete sets of (virtual) system resources.
Each program references memory in the exact same way that it would if running on an 8086 machine.
That is, memory referencing is through segmentation alone, with no paging support. Further, all 8086
instructions are directly executed by the hardware. The program running in V86 mode is initialized
by a Virtual-Machine Monitor (VMM) (discussed ahead in Section 4.1.3, Platform Processor Process
Management, page 30).

Privilege Levels When running in protected mode, the Pentium supports four hierarchical levels of priv-
ilege and a set of privilege rules is enforced. When running in V86 mode, the Pentium uses privilege
levels (i.e., rings) 0 and 3 (i.e., most privileged and least privileged) with the V86 task located in ring
3 and the VMM running in ring 0.

4.1.2 Platform Processor Memory Management and Organization

Memory management on the Pentium, used by the Assure EC 4.11 for Novell during administrative mode
sessions, consists of segmentation and paging. Segmentation is the mechanism used to provide multiple,
independent, address spaces. Paging is the mechanism used to support a model of a large address space
using a small amount of physical memory combined with disk storage.

4.1.2.1 Memory Segmentation in Real and V86 Modes

The real mode memory architecture, and the address space model used during V86 mode, is based on
segmented addressing. In real or V86 modes the Pentium uses 21 address bits to represent physical memory
addresses in the range 0 to 10FFEFH (1 megabyte plus approximately 64K bytes). 16-bit segment registers
are used for memory referencing and segmentation allows 21-bit addresses to be used. Programs running
on the processor access memory via a two-part segmented address composed of a segment value and an
offset. The actual physical address is calculated by the processor’s address generation logic by left shifting
the segment address 4 bits and adding the 16-bit offset value. This address is then given to the bus interface
unit to make the actual memory access attempt.

Through the use of particular segmentation registers, memory segments can be partitioned according to
their intended use. Data segments, code segments, and stack segments exist and can be used by programs
to logically separate memory into associated functional types. However, in real mode operation no hardware
validation of segment type and intended use is made. Rather, the register types simply provide a means to
support good programming practices.

3 After starting operation in real mode, a virtual memory manager program is executed and the Platform is switched into
protected mode. Subsequently the virtual machine monitor switches the processor into V8 mode. All device drivers run in
V86 mode.
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4.1.2.2 Paging

Paging gives another level of organization to memory. It breaks the linear address space of segments into
fixed blocks of 4K bytes (i.e., pages). The logical address space of a Pentium process is mapped into linear
space, which is mapped into some number of pages. A page may be in memory or on disk. When a logical
address is referenced, it is translated into an address for a page in memory, or an exception is generated.
An exception gives the operating system an opportunity to read the page from disk and update the page
mapping, or to assign a new page to a process’s memory. However, the page referenced may be outside the
process’s memory in which case an error (i.e., segmentation fault) is returned. The hardware paging unit is
used to translate the linear addresses to physical ones.

While paging is available to the VMM, it is not used by software that runs during administrative sessions
on the Assure EC 4.11 for Novell.

4.1.3 Platform Processor Process Management

The Pentium provides hardware support for process management through multi-tasking and interrupt ser-
vicing. However, on the Platform the only Pentium process that executes, during an administrative session,
is the VMM (with NDOS* executing as the V86 task) and the process abstraction is made entirely by the
V86 task NDOS operating system software.

A VMM is a protected mode Pentium process that configures the processor, initializes the V86 task, transfers
control to the V86 task (i.e., switches the processor into V86 mode and gives control to the 8086 program),
and waits to service requests made by the V86 task. Once the V86 task has gained control, this mode can
only be exited via an interrupt or task switch (not used on the Assure EC 4.11 for Novell) and control
returned to the VMM. On receipt of an interrupt, the VMM will provide the appropriate function and then
execute a return instruction which will re-enter V86 mode and return control to the V86 task.

In the Assure EC 4.11 for Novell the VMM consists of the EMM386 memory manager and the V86 task is
NDOS. These are the only VMM and V86 tasks that execute on the Platform during administrative sessions
in the evaluated configuation. Non-administrative mode users, however, can run other V86 tasks and VMMs
on the Platform (e.g., Microsoft Windows 3.1).

At system boot time the VMM executes, enters protected mode, and constructs a V86 task for NDOS. To do
this it constructs a Task State Segment ('TSS, a data structure used by the Pentium tasking mechanisms) for
the V86 task and sets up the memory mapping using the Pentium segmentation data structures (NDOS is
loaded into low addresses in the segment mapped by the VMM for the V86 task). The VMM then transfers
control to NDOS in the V86 task.

Since the Platform is in V86 mode using real address translation with no memory protection, NDOS has full
and unrestricted access to the first MB plus 64K bytes (i.e., the limit of the 21-bit real address translation
mechanism) of physical memory (i.e., the VMM mapped the v86 task’s memory segments directly to real
memory). Any other NDOS processes are constructed by NDOS, exist entirely in the context of the V86
task, and make no use of the Pentium task, interrupt, or gate mechanisms.

4System Administrators can choose to use Microsoft DOS (MSDOS) instead of NDOS.
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4.1.3.1 Interrupts and Traps

While operating in V86 mode, interrupts cause V86 mode to be exited and protected mode to be reentered.
When this occurs, the process running in ring 0 that is configured to receive the V86 interrupts (i.e., the
VMM, EMM386) regains control (via an Interrupt Descriptor Table, a Pentium memory management data
structure) and determines the nature of the interruption. For software and non-catastrophic interrupts the
VMM simply issues an IRET return command that causes a switch back to V86 mode (and NDOS), via
the TSS, where NDOS then actually processes the interrupt.

As utilized within the Assure EC 4.11 for Novell by the NDOS in the V86 task, the Pentium supports
prioritized interrupts that are grouped into three categories: internal hardware interrupts, external hardware
interrupts, and software interrupts. All three classes of interrupts use the Interrupt Vector Table in V86
mode.

The Interrupt Vector Table is a data structure that is located at the bottom of system memory and consists,
essentially, of a dispatch table for interrupt processing. This structure forms a table of 4 byte entries each of
which contains the segment and offset address of the interrupt handler that services the interrupt identified
by its position in the table. The Interrupt Vector Table is an operating system specific structure that is
initialized at operating system load time (i.e.,during NDOS boot).

Internal hardware interrupts, such as divide by zero or stack overrun, are hard-wired to certain Interrupt
Vector Table entries. These interrupts occupy the bottom of the Interrupt Vector Table and their position
cannot be modified.

External hardware interrupts are those triggered by peripheral device controllers. Instead of being wired
directly into the CPU these interrupts are channeled through a device called the Programmable Interrupt
Controller (PIC). The PIC is controlled by the CPU through a set of I/O ports, and the CPU is signaled via
the INTR. pin. The assignment of external hardware interrupts to specific interrupt vector entries is done
by the device manufacturer, and is realized as physical electrical connections. They cannot be modified by
software. When the PIC interrupts the CPU via the INTR pin the interrupt type exists on the system bus.
The CPU reads the bus to obtain the interrupt number and then dispatches to the associated handler.

Software interrupts are triggered by software using the INT instruction and are used, typically, by the
operating system to service application program service requests. For instance the NDOS function dispatcher
is reached by executing an INT 21h. Software interrupt assignments (such as 21h) are simply conventions,
and are not wired into the hardware in any way.

4.1.4 Platform Bus Architecture

The Platform (i.e., the IBM PC 700 systems) contains four separate communications buses, a very high
speed (i.e., greater than 50 MHZ) host bus, a high speed (i.e., 25-33 MHZ) 32-bit Peripheral Component
Interconnect (PCI) bus, a slow speed (i.e., 8 MHZ) 16-bit Industry Standard Architecture (ISA) bus, and
slow speed (i.e., 8 MHZ) X bus. The host bus is used for communications between the CPU and system
memory, memory caches, data buffers, and PCI bus. The PCI bus is used by the CPU to access the video
adapter, the IDE hard disk adapter, and the ISA and X buses. The ISA is used to communicate with most
of the I/O devices (the monitor and hard drive are exceptions). The X bus is used to access a 256 KB
Flash ROM containing the system and video BIOSs (for more information see Section 4.4.2, Platform BIOS,
page 40).
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To read or write memory or devices, the CPU puts the intended memory or I/O address on the host bus.
Since the memory controller is located directly on the host bus it will be able to respond to memory requests
and fulfill the CPU’s needs. In the case of a memory operation the CPU can send a signal to read and this
will instruct the memory controller to place the data from the indicated address on the bus. Likewise the
CPU can put data on the host bus and use the memory write signal to instruct the memory controller to
place the data in the indicated memory locations.

For an I/O request, since there are no I/O devices directly connected to the host bus, the signals are passed
across a host-to-PCI-bus bridge. A PCI-to-ISA-bus bridge also exists to carry signals from the PCI bus to
the ISA bus for devices located there.

Of the two main I/O buses (i.e., the PCI and ISA) the ISA bus design is oldest and most primitive architecture
and dates from the original IBM PC. It supports the greatest number of peripheral devices and system
components. The original design contained 62 physical lines and allowed 20-bit addressing and 8-bit data
communications with devices. It contained five prioritized interrupt lines, four memory and I/O read/write
lines, and six Direct Memory Access (DMA) lines. The rest of the lines included various positive and
negative voltages and grounds, an oscillator, a clock, and other control lines. The PC/AT 16-bit extension
bus design (used in the Platform) contains an extra 36 pins (in addition to the 62) and provides 16-bit data
communications, with 24-bit addressing, and more interrupt lines.

To read or write I/O devices, using the ISA bus, the CPU’s signals are forwarded across the bus bridges
and the device port address is put on the ISA bus’s address lines and the I/O control line is used to notify
devices that the address is valid. The CPU (via signals forwarded across the bus bridges) can then send a
signal down the I/O read line that will instruct the device controller to place the data from the indicated
port on the data lines (which will be forwarded back over the bridges to the host bus and on to the CPU).
Likewise the CPU can put data on the data lines and use the I/O write line to instruct the device controller
take the information on the data lines and move it to the output port.

Input/Output devices are referenced by port addresses (i.e., each device has a uniquely assigned address
range). The device and memory controllers are responsible for separating memory from I/O addresses and
for causing I/O requests to be forwarded across the bus bridges. Devices see all 1/O requests but only
respond to signals and the address lines that correspond to their assigned port address.

DMA is supported by signals that instruct the DMA controller to assume control of the bus. The source and
destination of data to be moved are specified by writing to the DMA controller. The DMA controller also
notifies the CPU when it has completed the I/O. Devices indicate to the DMA controller that they wish to
move data with another signal.

The PCI bus design is the newer of the two main I/O bus designs and it provides access to faster devices. It
contains 124 pins and supports 32-bit addressing. Data and addresses share the same lines on the PCI bus
with the lines being time multiplexed between the two uses. A special control line is used to signal whether
the lines contain data or an address.

Unlike the ISA bus, the PCI bus is arbitrated with masters asserting bus control and slaves granting them
access. Control signals allow a bus arbiter to manage the interactions. When a control unit (CPU, device,
etc.) desires service it asserts its request signal. If the bus is free, the arbiter sends a granting signal to the
requester. The requester can then raise the address/data multiplex signal and send the address to the bus.
It can then read/write data.

The PCI bus includes the PCI-to-ISA-bus bridge. This bridge acts like any other device on the PCI bus with
the exception that it will forward device requests to the ISA bus after one bus cycle if no device on the PCI
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bus responds by raising an acknowledgement signal. All Platform device I/O is initially sent by the CPU
to the host bus where it is forwarded across the host-PCI-bus bridge to the PCI bus, and only if no device
attached to the PCI bus acknowledges, is it sent across the PCI-to-ISA-bus bridge to the ISA bus.

The video subsystem is the only /O device connected to the PCI bus on the Platform.®

4.1.5 Platform Input and Output

Input/Output is accomplished on the Pentium through I/O ports, which are registers connected to peripheral
devices. An I/O port can be an input port, an output port, or a bidirectional port. Some I/O ports are used
for carrying data, such as the transmit and receive registers of a serial interface. Other 1/O ports are used
to control peripheral devices, such as the control registers of a disk controller.

The I/0O address space of the Pentium is completely distinct from its memory space; memory and the I/0O
space do not intersect.® The Pentium addresses 1/O space by placing a valid address on the bus address lines
and sending or receiving data on the bus data lines, just as when accessing memory. The use of a separate
I/O address space is supported by special instructions, which are sent to device controllers rather than to
the memory controller as is the case for memory instructions.

The I/O address space of the Pentium consists of 2!¢ (64K) individually addressable 8-bit ports, where any
two consecutive ports can be treated as a 16-bit port. The characteristics of an I/O port are completely
determined by the external hardware that responds to the port address. Unlike system memory, I/O space
is not segmented and no segment registers are used when addressing the 1/O ports.

I/O instructions provide access to the I/O ports for the transfer of data. The IN and OUT instructions
move data between a register and a port in the I/O address space. The INS and OUTS instructions move
blocks of data between I/O ports and memory. The source and destination addresses are indicated on the
bus address lines. The I/O instructions send a signal to the device controller via the bus I/O control line.

When software running on the CPU issues an IN or OUT instruction, the I/O address is placed on the bus
address lines, and the I/O READ or I/O WRITE bus signal is raised (READ for IN instructions, WRITE
for OUT instructions). At that point, all devices on the bus see the signal, and can read the address. The
operations are sent first to host bus and then across the host-to-PCI-bus bridge, and if no device responds
they are then sent across the PCI-to-ISA-bus bridge.

Memory mapped I/O is also supported on the Assure EC 4.11 for Novell and system memory addresses
can be used to communicate with devices via regular instructions (e.g., MOV) instead of port addresses
with T/O instructions (e.g., IN, OUT). The same bus address lines, as used in I/O instructions, indicate
the source and destination addresses. The difference is that the memory controller is signaled via the bus
memory control line.

The video subsystem is an example of an I/O device that uses memory mapped 1/O. However, on the
Platform all other I/O devices contained in the evaluated configuration are accessed via I/O ports.

The Platform uses I/O ports on the PCI bus to control the keyboard, the CPU onboard devices (such
as timers, DMA controller, CMOS memory, and the real-time clock), and the video adapters (video I/O is

5The IDE hard disk drive is recabled to the MicroServer
6The V86 task constructed by the VMM is configured so it can perform direct I/O (using IN and OUT instructions) without
intervention of the VMM, so normal I/O operations bypass the memory manager.
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actually done via memory mapping, as discussed above). 1/O addresses for serial/parallel ports, and diskette
drives, are routed onto the ISA bus. Other I/O addresses are also routed onto the ISA bus and are used to
control add-on peripherals such as CD-ROM drives, sound cards, etc. These types of devices, however, are
not contained in the evaluated configuration. All port addresses on the ISA bus are afforded access mediation
by the MicroServer (this will be further discussed in Section 4.3.3, Flexible Port Protection, page 38).

4.1.6 Platform I/O Devices

The Platform supports a number of types of I/O devices:

Floppy Drive The floppy disk subsystem consists of a floppy disk drive and a National PC87306 controller
that provides an interface that conforms to de facto industry standards for a floppy drive. It uses 1/O
ports located on the ISA bus. If two floppy drives are configured into the system they use the same
port addresses (the specific I/O commands determine which drive is to be accessed).

Keyboard The keyboard port comes built into the system. and is controlled through an Intel 8042 micro-
controller with IBM microcode. It is managed by an Intel 82430FB PCI ISA IDE Xcelerator (PIIX)
ASIC located on the PCI bus.

Miscellaneous The DMA and interrupt controllers are also located on the PIIX ASIC.
Mouse The mouse uses one of the serial ports.

RTC and CMOS The RTC (Real Time Clock) and CMOS are integrated into the Intel PITX ASIC located
on the PCI bus. On the Platform the RTC contains an external crystal used to drive the time-of-day
clock, a calendar, and 192 bytes of battery backed CMOS RAM reserved for system use. Information
contained in CMOS includes diagnostic status, reasons for last shutdown, floppy drive type, video
display type, etc. The data contained in the RAM is used at system initialization time to configure the
system into correct operation. The entire contents of this RAM are overwritten by the MicroServer at
system initialization time.

Parallel and Serial ports The parallel and serial port logic is also integrated into the PC87306 I/O con-
troller located on the ISA bus.

The Parallel port provides a connection generally used for communicating with a printer, but it also
supports bidirectional data transfers. Tt supports both ECP (extended capabilities port) and EPP
(enhanced parallel port) modes of operation as well as standard (IBM PC/XT and PS/2 bidirectional).
Modes are selectable using a configuration utility.

Under normal circumstances peripheral devices attached to the parallel port are accessed through 1/0
ports located on the ISA bus. At other times, though, DMA can be used to access devices connected
to the parallel port. DMA initialization of the parallel port requires access to I/O ports located on the
ISA bus.

The two serial devices on the Platform (with two associated connectors on the back panel) are NS16450
and PC16550 compatible. The serial port is defaulted to COM1 and supports a serial interface provid-
ing a buffered, asynchronous port that is compatible with the Electronic Industry Association (EIA)
RS-232-C protocol.

Video The VGA video subsystem consists of a S3 Trio64V+ video chip and compatible monitor. The S3
Trio64V+ chip is a compatible superset of VGA function, supports all VGA modes and is connected
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to the PCI bus. The VGA adapter has a BIOS extension that tests and initializes the adapter. In
addition, there is 2 MB of 60nS EDO DRAM present. This RAM contains the video to be displayed
on the screen. The format of this data varies according to whether the adapter is in text or graphics
mode and by the chosen resolution.

4.2 MicroServer Hardware

In order to support the dual CPU architecture that provides the system architecture for separate TCB and
user domains, specialized custom hardware components have been designed. The MicroServer components
are organized on a plug-in card that interfaces to the system bus and contains a Am386SE chip, as well
as the Assure Bus Interface (ABI), the Dual Ported RAM (DPR), the Flexible Port Protection (FPP)
mechanisms, BIOS for both the MicroServer and Platform, a DES encryption device, a conventional IDE
hard disk controller, and a conventional Ethernet LAN interface.

The MicroServer provides a protected hardware domain for running the Assure EC 4.11 for Novell NTCB
partition and local TCB software. It is a special purpose single-board computer with a protected internal
bus that cannot be accessed from the Platform. It communicates with the Platform via a specially designed
DPR shared memory device that is in the address space of both the Platform and the MicroServer. The
MicroServer is an IBM PC/AT compatible computer without the keyboard, display, or floppy drives. It
contains the following components:

CPU The MicroServer processor is an Advanced Micro Devices 386SE microprocessor. The Am386SE is a
32-bit CPU with a 16-bit external data path. Unlike the Pentium in the Platform it does not contain
an on-chip cache nor an on-chip floating point unit.

PC Support Logic The support logic chip set comes from Headland Technology and provides timers,
counters, Direct Memory Access (DMA) functions, programmable interrupt controllers, real-time clock,
CMOS memory, and bus memory interfacing logic for the MicroServer CPU. The CMOS memory
maintains the MicroServer hardware configuration (e.g., amount of memory, type of video display).

RAM 1.5MB of hardware parity-checked dynamic RAM is installed in the MicroServer. It contains the
TCB software and associated data structures. It is available only to the MicroServer and does not
appear in the Platform address space.

MBIOS The MicroServer’s Basic Input/Output System (BIOS) firmware resides in Erasable Programmable
Read-Only Memory (EPROM) on the MicroServer local bus.

EBIOS 16Kb of Flash ROM that can be read/written by the MicroServer but only read by the Platform. It
exists to be executed by the Platform during system initialization to setup the dual CPU configuration
of the Assure EC 4.11 for Novell.

IDE Disk The MicroServer includes a disk controller that can support up to two IDE disk drives. The
Assure EC 4.11 for Novell hard drive is electrically connected to the MicroServer and cannot be directly
accessed by the Platform.

Ethernet LAN Interface The Ethernet LAN interface and hardware that provides the access to a Ether-
net 10Base-T physical network are located on the MicroServer board.
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DES chip An on-board Data Encryption Standard device exists that can be used by the TCB to encrypt
disk blocks and other data.

Assure Bus Interface An ASIC, called the Assure Bus Interface (ABI), is a custom hardware device that
enforces the separation between the Platform and the MicroServer. The ABI manages the DPR that
is used for communications between the two domains. It also includes the FPP mechanisms that are
used to monitor the Platform’s I/O to devices.

Dual Ported RAM The DPR is a 16Kb block of RAM on a physically separate chip that is used solely
for passing messages between the Platform and the MicroServer. The DPR exists in the address space
of both processors and conflict resolution mechanisms exist to mediate potential timing collisions.

Flexible Port Protection The FPP hardware (see Section 4.3.3, Flexible Port Protection, page 38) exists
on the ABI to control access by the Platform to its I/O ports. Using FPP, the ABI dynamically
monitors accesses to the I/O port addresses on the Platform ISA bus that may be used by the Platform.
If an attempt is made to access a port address that is not valid the ABI, using FPP, locks the ISA
system bus and prevents any further activity.

4.2.1 MicroServer Processor Architecture

The hardware base for the Assure EC 4.11 for Novell MicroServer consists of an off-the-shelf Advanced
Micro Devices 386SE (Am386SE) microprocessor based system that uses the Intel 80386 PC/AT architecture
expansion bus.

The Am386SE is based on the Intel 80386 design and is a precursor to the Pentium. It differs from the
Pentium primarily in the lack of an internal floating point unit, lack of on-chip cache, and minor differences
in the register architecture. There are also certain differences in instruction sets, mostly connected with
cache operations in the Pentium.

The Am386SE in the MicroServer supports the same modes of operation as the Pentium and operates in
V86 mode with the same privilege levels. Its memory and process management are identical to the Platform
(when the Platform is running an administrative session) with a VMM (i.e., EMM386) and NDOS running
an a V86 task. It uses the same interrupt vector technology to service hardware and software servicing
requests. In addition the MicroServer conducts I/O through ports just like the Platform.

4.2.2 MicroServer Bus Architecture

The MicroServer only contains a 16-bit ISA bus and is used to communicate with the MicroServer 1/O
devices. Architecturally it is identical to the Platform ISA bus and it operates in exactly the same manner.
That is, the MicroServer CPU places addresses on the bus address lines and data on the bus data lines. It
then signals its intentions by placing a signal on the memory read, memory write, device read, or device write
line. Devices read the address signals to determine if the bus request is for them and process the requested
action if so.
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4.2.3 MicroServer I/O Devices

The T/0O devices supported on the MicroServer differ from those supported by the Platform, and none of the
supported devices are directly accessible from the Platform:

Hard Drive The hard drive disk controller provides an interface for up to two Integrated Drive Electronics
(IDE) disk drives. It is located on the MicroServer board (i.e., does not use any Platform slots) and a
ribbon cable connects it directly to the hard drive units.

NIC The network interface is an AMD 79C961 Ethernet Controller configured as a 10Base-T interface,
and is used to provide communications between the workstation and NetWare 4.11 server components.
This network interface is directly available only to the MicroServer and does not exist in the I/O or
memory address space of the Platform. Refer to Section 5.2.7, NIC Driver, page 66 for a description
of how the network interface hardware is used.

4.3 Specialized Components

The ABI, DPR, and FPP are custom devices designed to support the isolation of the Platform and the
MicroServer.

4.3.1 Assure Bus Interface

The ABI is a ASIC that performs key protection functions for the MicroServer and connects directly to the
Platform’s ISA bus. It controls access to the DPR, and supports FPP mediation of Platform I/O operations.

The ABI isolates the MicroServer’s internal resources from access by the Platform. The ABI contains the
address decode logic that only provides accessibility to the EBIOS (see Section 4.4.3, Platform Expansion
BIOS, page 40) and DPR. The ABI provides controlled sharing of the EBIOS (see Section 4.4.3, Platform
Expansion BIOS, page 40) and the DPR and it arbitrates simultaneous read or write access to the DPR by
the MicroServer and Platform.

The FPP mechanism is also implemented on the ABI.

4.3.2 Dual Ported RAM

The DPR is a dedicated 16Kb RAM that provides the channel for message passing between the two hardware
domains, and is located in both processor’s address spaces. The DPR has unique addresses in both the
Platform and the MicroServer and is accessed via memory operations by each. The DPR is divided into
two 8Kb blocks to be used as one-way message buffers. To allow bi-directional communications, the entire
block of memory is readable and writable by both domains. Messages in the upper block, by convention,
are always written by the MicroServer and, likewise by convention, those in the lower are written by the
Platform. The last byte of each block is used for signaling purposes. When either processor writes into the
last byte of one of the blocks (i.e., the signaling byte), the ABI detects the write and generates an interrupt
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to the other processor. This processor then jumps to an interrupt handler that reads the corresponding
message from the appropriate block.

Using the DPR, a message passing service is implemented between the two processors. The message traffic
is controlled by each processor inspecting the value contained in the signaling byte (a 1 indicates a new
message, a 0 value indicates that the other processor has successfully read the last message) and not writing
a new message until the other processor is ready. A message is created by one of the processors writing into
its assigned block (upper for the MicroServer, lower for the Platform) and then writing to the signaling byte.
This causes an interrupt to be received by the other processor which then reads the message and writes a
0 into the same signaling byte. This causes an interrupt at the other processor which then must read both
signaling blocks to determine if the interrupt was caused by the other processor acknowledging a message
(in which case it will be the same signaling block) or if the other processor has sent a new message (in which
case it will be the other signaling block).

The EBIOS (see Section 4.4.3, Platform Expansion BIOS, page 40) is responsible for implementing the
Platform-side message passing and the MBIOS (see Section 4.4.1, MicroServer BIOS, page 39) performs this
job on the MicroServer side.

The types of messages passed across the DPR are discussed in Section 3.2, NTCB Partition Interfaces,
page 14.

4.3.3 Flexible Port Protection

The mechanism that provides FPP is the part of the ABI ASIC that is responsible for mediating Platform
I/O device access attempts. Using FPP, the MicroServer can prevent unauthorized access to floppy disk
controllers, serial ports, parallel ports, and other I/O-based devices that are in the Platform’s I/O space.
After FPP has been initialized by TCB software at user login time, the ABI monitors the ISA system bus
for 1/0 activity on the 10247 port addresses that are valid on the Platform.

FPP on the ABI is initialized by the MicroServer writing directly into the FPP control registers located in
MicroServer hardware. This control vector has 1024 bits, corresponding to each available port address. The
status of each bit determines whether access will be allowed or prevented on the associated 1/O port.

The ABI monitors signals on the ISA bus and references the FPP control register to determine the validity
of the port access attempt. It does this by monitoring the I/O read/write line on the ISA bus along with
the I/O port address presented on the ISA address lines (all devices connected to the ISA bus, including the
ABI, see the address signals). In the event that an invalid port address is referenced by the Platform, the
ABI will lock the Platform bus until the system is rebooted.

Port protection only applies to addresses on the ISA bus, any devices on the PCI bus are not afforded FPP
protection. These devices include the video and keyboard controllers, the Real Time Clock and CMOS, the
DMA controller, and other devices on the PIIX. However, all writeable objects connected to the PCI bus
are protected by Object Reuse to prevent data from being passed to another user.

"The total 1/0 space consists of 65536 port addresses but, by convention, only the low-order ten bits (0 to 1023) are decoded
by peripherals on the ISA bus.
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4.3.4 DES Hardware

Encryption services are provided by a DES chip that is included on the MicroServer board. This chip is
accessible only by the MicroServer CPU (i.e., does not appear in the I/O or memory space of the Platform).

4.4 BIOS

The Basic Input Output System (BIOS) is used to provide a low-level firmware interface to various system
services for typical Intel 80x86 processors and the Assure EC 4.11 for Novell is no exception. However, due to
the dual-CPU nature of the architecture, multiple, separate, BIOS instantiations are required. These include
the MicroServer BIOS (MBIOS), Platform BIOS (PBIOS) and the Platform video subsystem extension
BIOS. In addition, a fourth BIOS, the Platform Expansion BIOS (EBIOS) has been created to manage the
communications from the Platform to the MicroServer.

4.4.1 MicroServer BIOS

The MBIOS resides in nonvolatile memory on the MicroServer board and serves to handle low-level /0
requests for the MicroServer. It is comprised of a standard system BIOS, along with custom-coded enhance-
ments. Its activities can be grouped as follows:

Power-On Self-Test At system initialization time the MBIOS performs the system component testing done
by POST. On the MicroServer this includes not only the conventional testing of memory, interrupt
mechanisms, hardware devices, etc., but also testing encryption/decryption in the DES chip, and
clearing the DPR and FPP port registers.

Boot Strap DOS Conventionally, at the completion of POST, the BIOS reads the first sector of the boot
device to load the operating system boot strap loader. In the MicroServer the MBIOS has been modified
to accommodate changes that support the booting of the MicroServer into regular or installation mode.
This has been accomplished by modifying the BIOS to test both the setting of a hardware jumper on
the MicroServer card and settings in CMOS.® Depending on what is detected the MBIOS will either
cause the first sector of the hard drive or the floppy to be loaded. Booting from a floppy is a system
administrator restricted mode and this requires the jumper to be removed from the card.

Primitive Device Handling The MBIOS implements a number of primitive device handling functions
which are called via interrupts. Some of these devices used standard BIOS routines, some required
modified routines to support the interaction between the MicroServer and the Platform. The keyboard
is one of the devices that required BIOS modifications due to the fact that all keystrokes are routed to
the MicroServer during system initialization (to support TCB control over user login) and also during
installation mode. In these cases the Platform runs in terminal emulation mode and all keystrokes are
passed to the MicroServer via the DPR. This also required the modifications to the Platform BIOS
discussed below.

81f the jumper is removed, the Assure EC 4.11 for Novell will boot from floppy disk. If the jumper is installed and CMOS
is set to boot from floppy then that is how the system will boot. Otherwise if the jumper is installed and CMOS is set to boot
from the hard drive then the system will boot from the hard drive. The Assure EC 4.11 for Novell is initially configured with
the jumper installed and CMOS set to boot from floppy. Initial boot will cause the CMOS to be reset for hard drive booting.
Subsequent booting from the floppy drive requires opening the system case and physically removing the jumper.
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Video is another device that required MBIOS modifications because the hardware is attached to the
Platform. Normally, video requests are passed over to the EBIOS via the DPR for processing. During
booting, this feature is disabled to prevent garbling of the display while both systems are in the boot
process.

Accessing DPR Major BIOS enhancements were made to support message passing between the Mi-
croServer and the Platform via the DPR. All the logic for reading, writing, and interrupt handling for
the DPR was added to the MBIOS.

Message Passing Service In conjunction with servicing DPR interrupts the MBIOS supports a message
passing protocol between the two CPUs. This protocol defines the structure and identification of all
messages that can be passed through the DPR. The messages have standardized header formats that
include message type and message length. The MBIOS has been extended to route each type of message
to the appropriate operating system routines.

Workstation Boot Synchronization Extensions were made to the MBIOS to support workstation boot-
ing to account for asynchronous booting of each CPU. This involves initializing the DPR and waiting
for a set number of interrupts to be generated by the Platform via extensions to the PBIOS (see
Section 5.5, Initialization, page 75).

Miscellaneous Services MBIOS extensions were also made to perform other actions such as clearing
DPR memory, setting up CMOS memory, enabling/disabling FPP port addresses, and initializing the
Ethernet subsystem.

4.4.2 Platform BIOS

The Platform employs an off-the-shelf BIOS, that resides in flash ROM on the Platform motherboard, and
is invoked by the CPU when power is applied to the system. Unlike the MBIOS, the PBIOS is completely
conventional and handles tasks such as: running POST on system initialization, locating and initializing
expansion BIOS(s), initializing system boot, and providing primitive I/O services, etc.

The flash ROM 1is protected by a read-only soft switch that prevents malicious software from modifying
the PBIOS. This switch is a custom hardware device, located on the system motherboard, that disables
the write line to the flash ROM when set. It is set by the MicroServer at system boot time and cannot
be circumvented since the MicroServer boots before the Platform, and by the time untrusted software is
executing on the Platform the PBIOS protection is in effect.

The PBIOS also includes extension BIOSs for I/O devices. On the Platform this only includes the VGA
BIOS extension and it is stored on the same flash ROM as the system BIOS. It is protected by the same
soft switch.

4.4.3 Platform Expansion BIOS

The EBIOS manages the low-level mechanisms of communications between the Platform and the MicroServer,
and although logically part of the Platform is actually contained on the MicroServer board. It is mapped into
the address spaces of both CPUs, although the MicroServer does not access it during normal operations.®

9The EBIOS is accessed by the MicroServer only when the EBIOS must be reprogrammed
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The services provided by the EBIOS include:

Accessing DPR As presented above, the DPR provides the communications channel between the two
CPUs in the Assure EC 4.11 for Novell. The EBIOS provides the services for the Platform side and
mirrors the functions of the MBIOS (e.g., reading the DPR block written by the MBIOS, writing the
block to be read by the MBIOS, etc.). It also provides the Platform-side services for the message
passing protocol supported via the DPR.

Workstation Boot Synchronization The EBIOS supports the Platform role in synchronizing with the
MicroServer at boot time.

Platform Initialization Immediately after boot synchronization the EBIOS receives an initialization mes-
sage from the MicroServer. This message contains the CMOS settings for the Platform. On receiving
this message the EBIOS will set the time/date of the Platform and overwrite latent data in CMOS
memory. The EBIOS also manages the terminal emulation mode that the Platform is running in, prior
to user login.

Keyboard Interrupt 09h While the Platform is running in terminal emulation mode the EBIOS takes
control of (i.e., hooks) the PBIOS keyboard interrupt to capture all keystrokes and pass them to the
MicroServer.

Equipment List Interrupt 11h This interrupt is used to determine how many floppy drives are configured
in the system and causes all possible I/O devices to be queried as to their existance. This involves
accessing I/O port addresses on the system buses. Because of the actions of FPP the Platform may
not be able to access all I/O devices during system initialization. To allow Platform initialization to
proceed, the EBIOS hooks this interrupt on the PBIOS and redirects it to the MicroServer instead of
to the ISA bus.

Virtual Drive Emulation Interrupt 13h Since the boot drive is physically attached to the MicroServer
the EBIOS is used to redirect Platform attempts to read the master boot record, etc., during system
initialization. To do this interrupt 13h is hooked and passed across the DPR to the MicroServer where
the actual disk I/O is conducted. The processing of int 13h by the EBIOS is limited by the MicroServer
and only permits access to the user’s boot image file.' Each user has their own boot image file and
int 13h can not be used to access any other file located on the hard drive.

Login/Logout Processing As mentioned above, the EBIOS plays a role in redirecting 1/O during lo-
gin. In the event that login is successful the EBIOS receives a boot authorization message from the
MicroServer that contains information such as the Platform CMOS data, NetWare user object data,
workstation network node address, and information about physical devices. The EBIOS then exits
terminal emulation mode (returning control of the keyboard and monitor to the Platform) and returns
control to PBIOS which proceeds with POST and system boot.

4.4.4 MicroServer Keyboard and Video I/0O

Prior to user login on the Assure EC 4.11 for Novell all keyboard and monitor (which are directly connected
to the Platform processor) I/O on the Platform are managed from the MicroServer. This is because, until

10Boot image files are MicroServer files constructed by the system administrator and assigned to individual users. They
contain the files necessary to boot the Platform operating system (i.e., Master Boot Record, FAT, root directory, CONFIG.SYS,
COMMAND.COM, etc.)
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a user logs into the Assure EC 4.11 for Novell, there is no operating system loaded on the Platform, but
there is one running on the MicroServer (i.e., NDOS is loaded at MicroServer boot-time, see Section 5.5,
Initialization, page 75). In order to support user login at the Platform all console I/O is forwarded across
the DPR to the MicroServer where user identification and authentication is conducted. This is done by the
MBIOS and EBIOS cooperating to display characters generated by the MicroServer on the monitor and
forwarding characters typed on the keyboard across the DPR to the MicroServer. This condition remains in
effect until the EBIOS receives a Boot Authorization message from the MicroServer, at which point it will
transfer control to the PBIOS to begin processing console I/O on the Platform processor.
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Trusted Software

The Assure EC 4.11 for Novell component TCB definition and structure is described in Section 3.1, NTCB
Partition Definition and Structure, page 13. In this chapter the major TCB software components are
addressed. Novell DOS and file system I/O is described. The software components of the TCB are identified
and their functional operation described. TCB support software is also described.

5.1 DOS

The operating system that is always executing on the MicroServer is Novell DOS (NDOS). This operating
system also executes on the Platform during administrative sessions.! It is a subset of Novell DOS 7 and
provides workstation program loading, program run-time support, file system management, video, keyboard
and other device support, interrupt handling, and memory management. The architecture and operation of
NDOS is discussed in detail below.?

5.1.1 Memory Management

Memory management on the Assure EC 4.11 for Novell is conducted by the NDOS operating system on
the Platform whenever it is running an administrative session and always on the MicroServer.> The NDOS
memory management model is very simple since, on the Pentium in real mode, there are no hardware enforced
provisions to separate DOS process memory from operating system memory and good programming practice
is relied upon so that application programs do not interfere with operating system code or data structures.
Misbehaved application programs, or malfunctioning operating system execution, can directly corrupt all
memory resources.

Physical memory used by NDOS consists of three regions, or zones. These are Conventional, Upper, and
Extended Memories. Conventional and Upper Memories are artifacts of the original design of the Intel 8086
processor and the first version of DOS designed to run on that platform. Conventional Memory consists of
the first 640K Bytes that are accessible with 16-bit addresses in real addressing mode using the segmentation
registers. This is where most application programs are loaded.

Upper Memory consists of the 384K Bytes directly above Conventional Memory, is accessible in real address-
ing mode, and is used on the MicroServer to hold the BIOS and to access the Dual Ported RAM (DPR) that
is used for communication between the Platform and the MicroServer. On the Platform, Upper Memory

1 Administrators can choose to execute a version of Microsoft DOS (MSDOS) as a replacement for NDOS and remain within
the evaluation configuration, however the system is shipped with NDOS installed.

2Neither Windows 3.1 nor Windows 95 are supported within the evaluated configuration.

3 This discussion of memory management is also representative of other versions of DOS including Microsoft DOS (MSDOS).
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is used to address the DPR, the Platform EBIOS, the PBIOS, and VGA memory. NDOS is also placed in
Upper Memory on the MicroServer and on the Platform during administrative sessions.

Extended Memory is located above Upper Memory, and can be (indirectly) accessed by NDOS using the
industry standard EMM386 and HIMEM device drivers. Application programs can use this memory to
relieve Conventional Memory congestion. Portions of this memory are mapped to Upper Memory addresses
by the EMM386 memory manager. These areas are used to hold NDOS and Terminate Stay Resident (TSR)
programs (TSRs and the EMM386 memory manager will be discussed further in Section 5.1.1.3, Extended
Memory Managers, page 45 and Section 5.1.6, Terminate And Stay Resident Processes, page 54). Extended
Memory can contain up to 4G Bytes of physical memory.

The memory model of NDOS (when implemented by EMM386) has the operating system executable in Upper
Memory and, on program execution, application programs loaded into Conventional Memory. Application
programs are assigned blocks of memory at load time, from an unallocated block of Conventional Memory,
and can request or release additional memory at any time. The block of Upper Memory containing NDOS
is referred to as the operating system area. The Conventional Memory that is used for programs is referred
to as the transient program area. No hardware or other isolation features separate these two areas.

5.1.1.1 System Memory Layout

As mentioned above, NDOS exists in Upper Memory, along with the BIOS data area, and is contained in
the operating system area. It has a fixed size and structure and its organization is layered along functional
lines. The lowest layer is the default BIOS that provides the low level interface to I/O devices, etc. Located
just above this is the DOS kernel code that provides program loading, memory management, interrupt
dispatching, and file system services. Above this is storage for various buffers and cache used for device I/0.
Next are device drivers for the default devices (e.g., floppy drive, keyboard). And finally, is the memory
occupied by COMMAND.COM, the default command interpreter for NDOS.

Also, after NDOS has been initialized, some other device drivers and TSRs may be transferred into Upper
Memory.

The transient program area, where application programs are loaded, is located in Conventional Memory. The
application programs include certain system utilities and commands that, while part of COMMAND.COM,
are not permanently memory resident and are loaded when requested. These commands are technically part
of NDOS, but are not located in the operating system area.

5.1.1.2 Typical Process Address Space

As mentioned above, all application programs exist in the transient program area. These programs include
all the software elements that make up the Assure EC 4.11 for Novell TCB (other than NDOS and TSRs
in Upper Memory) on both the MicroServer and the Platform. Transient memory in NDOS, which consists
of all Conventional Memory, is represented by memory control blocks (MCB). Each MCB consists of a
16-byte header (composed of a link to the next MCB, an availability indicator, and a size field) and a block
of memory. When NDOS attempts to obtain memory (e.g., at program load time) it searches the chain
of existing MCBs for an available block of the desired size. If it finds one of sufficient size it marks it as
allocated, updates the size field, creates a new MCB in the memory past the end of the requested memory,
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and updates the link. The program structure of any loaded application is contained within the memory

block in the MCB.

Programs under NDOS can have two forms, either .COM or .EXE programs. The .COM programs are
absolute address executable images, and have a maximum size of 64K bytes. The .EXE programs are
relocatable, and can be larger than 64K bytes. Both .COM and .EXE programs “own” the memory block
they are contained in, and have near total control of the system’s resources while executing.

For both .COM and .EXE programs the first 256 bytes of the MCB is made up of the Program Segment
Prefix (PSP) structure. This structure is constructed by NDOS at program load time and contains such
things as links to NDOS termination code, pointer to the top of the MCB (used by the program for its own
memory allocation/deallocation), and current environment data (e.g., the current PATH settings, etc.). In
a .COM program the first location in the MCB after the PSP must be an executable instruction since that
is the point where control will be transferred. The stack of a .COM is located at the top of the MCB and
it grows down into the memory block. In well designed code, stack growth will never interfere with code or
data.

The redirector module on the Platform that facilitates the passing of access requests across the DPR, to the
MicroServer (and will be discussed in Section 5.1.4.3, The File System Redirector, page 51) is contained in
a .COM module.

The .EXE programs can support larger addressable ranges than can .COM programs. They do this by
utilizing segmentation, where unlike .COM programs (whose segment registers all point to the same location)
.EXE programs make use of the Pentium code and data segments. These segment registers are initialized by
NDOS at program load time from information contained in the .EXE program’s header block. The stack of
an .EXE program is located in its own segment and derives from a declaration in the program’s source code.

All non-NDOS TCB code (other than the redirector) is contained in .EXE programs on the Assure EC 4.11
for Novell with the exception of the device drivers that are contained in .COM programs.

5.1.1.3 Extended Memory Managers

Extended Memory managers exist to allow the accessing, in NDOS, of physical memory beyond 640KB.
They allow NDOS and application programs to use Upper Memory (i.e., memory with addresses between
640KB and the 1M plus 64K byte limit of 21-bit real mode address translation) and Extended Memory
(i.e., memory beyond the 21-bit real mode address translation limit). They are necessary because most PC
chipsets treat these addresses as referring to non-main memory and therefore do not allow the referencing
of physical memory in these regions. This permits such things as the BIOS ROM and the video memory
(which have their own physical memory) to be accessed via addresses in these ranges.

Extended memory managers allow the parts of Upper and Extended Memory not utilized by the BIOS ROM,
etc., to be used to hold such things as TSRs, device drivers and other data. This enables the Conventional
Memory that would otherwise be used for these, static, programs to be made available for transient program
storage. These memory managers constitute the Virtual-Machine Monitors (VMM) described under Modes
of Operation in Section 4.1.1, Platform Processor Architecture, page 27.

The MicroServer and Platform (during administrative sessions) use the EMM386 memory manager to make
Upper Memory available for use by TCB programs. This memory contains such things as BIOS, the video
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memory, the DPR, and unused memory. The unused Upper Memory is remapped and becomes available as
additional Extended Memory.

Extended Memory is made available for NDOS programs by the EMM386 placing the processor into protected
mode, creating a Virtual 8086 mode (V86) box, and configuring virtual memory mapping so that the physical
memory addresses 0-640KB map directly to identical virtual memory addresses. Memory mapping is also
done to map Extended Memory addresses to Upper Memory addresses. This is done because the system
memory addressing hardware (i.e., the chipset) is designed to operate with add-on memory devices (e.g.,
the BIOS and VGA board) and these devices are logically placed in Upper Memory. For this reason, the
addressing hardware treats all memory requests for locations between 640KB and 1MB as applying to non-
main memory and any references to these memory locations will not be sent to main memory. Consequently
there is no means to directly access this (hidden) physical memory without a memory manager.

With the EMM386 memory manager the unused Upper Memory becomes accessible to real mode programs
through the mapping of the Upper Memory addresses to Extended Memory addresses. The translated
memory addresses are sent to the addressing hardware (i.e., the chipset) and since they won’t be in the
block of addresses to be sent to non-main memory they are correctly sent to physical memory. The blocks
of memory used by the BIOS, VGA, DPR, etc., on the other hand, are mapped to their appropriate Upper
Memory addresses and the chipset will correctly route memory references to the proper device.

When the memory required by EMM386 itself is considered (along with that used by the DPR, BIOS, and
BIOS, etc.) the MicroServer ends up with 840KB of accessible memory for use by NDOS, instead of the
640K B that would be accessible without the memory manager.

EMM386 also makes an application programing interface (API), known as the DOS Protected Mode Interface
(DPMI), available. This interface can be used by conformant applications to request direct access to managed
memory. This interface is not used by TCB software on either the MicroServer or the Platform.

The EMM386 memory manager also conforms to the Expanded Memory Specification (EMS). EMS provides
a way for programs to run in high memory in space that is not occupied by device drivers, such as those for
the video card, etc. This specification was developed by Lotus, Intel, and Microsoft (i.e., the LIM EMS) and
it allows EMS-compliant programs to put data into Extended Memory (above 1MB) and to then map it into
a high memory Page Frame as needed. The EMM386 memory manager is an EMS-compliant program that
supports this use of high and Extended Memory. This model of memory utilization is not used by Assure
EC 4.11 for Novell TCB software.

5.1.2 Session Management

Because the Assure EC 4.11 for Novell is a single user system that supports no more than one user at a time,
the term Sesston management is used to describe separation between individual user’s resources and actions
rather than the more traditional multi-user Process management.

A session is established when the Assure EC 4.11 for Novell is power cycled or reset, certain configuration data
files are down loaded from a NetWare 4.11 Server, and a user completes identification and authentication
to the Assure EC 4.11 for Novell. At that time the workstation TCB has become active and has begun
mediating user access to all protected objects. As discussed previously, the TCB mediation is supported
by trusted code running on the MicroServer and, in normal operation, the Platform is running untrusted
code. When a user is executing on the Platform they own all resources on the Platform (subject to Flexible
Port Protection (FPP) enforcement discussed in Section 8.2.2.1, Devices, page 105). Further, the context of
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the MicroServer is uniquely configured for the particular authenticated user and all actions and requests are
attributed to that user alone.

Further, since the Platform operating system is NDOS (or user specified alternative during normal user
sessions) running exclusively as a single user environment, there are no dynamic DOS per-process data
structures to define memory regions or other resources associated with the user session. Rather, these are
defined by the static hardware context within which the user’s session is executing.

The security relevant resources and attributes, that define a session, reside in files and memory structures
on the MicroServer. These databases consist of a number of structures that are archived on a NetWare 4.11
Server and are down-loaded to a Assure EC 4.11 for Novell during workstation initialization.* The data
contained in these structures are used by the TCB when making security policy enforcement decisions.

The attribute defining databases include the Assure Global Profile, the Assure Global Workstation, the
Assure Global User, the Assure Global Group, the Assure Local Workstation, the Assure Local User, and
the Assure Local Audit Queue (see Section 3.3.1, NDS Databases, page 19).

Together the data in these structures completely defines the context of a session.

5.1.3 Interrupt Handling

Interrupt processing on both the Platform and MicroServer functions according to the conventional operation
of NDOS (see Section 4.1.3.1, Interrupts and Traps, page 31). That is, interrupts are supported via an
interrupt vector table located in low system memory. These include internal hardware (for servicing processor
local traps such as divide by zero, etc.), external hardware (for servicing I/O device requests) and software.
The software interrupts include all those for NDOS as well as Assure EC 4.11 for Novell processing. They
provide the means for application software to signal requests to the operating system for processing. They
also provide the means for the introduction of Assure EC 4.11 for Novell-specific processing into the normal
operations of DOS. This is achieved by hooking DOS interrupts (see Section 5.1.6, Terminate And Stay
Resident Processes, page 54). The Platform and the MicroServer independently manage interrupts within
their separate domains.

External hardware interrupts are used to control communications between the Platform and the MicroServer.
These are invoked as a direct result of the MBIOS (see Section 4.4.1, MicroServer BIOS, page 39) or the
EBIOS (see Section 4.4.3, Platform Expansion BIOS, page 40) writing into the DPR. When either of
these events occurs an TRQ 11 is asserted on the system bus of the opposite component (i.e., whenever the
Platform writes to its signaling byte in the DPR an interrupt is generated on the MicroServer bus, etc.).
These interrupts are caught by the operating system and control is transferred to the appropriate functional
component via the interrupt table.

When the EMM386 memory manager is operating and NDOS is executing in a V86 box, interrupts will cause
a V86 mode to be exited and EMM386 in protected mode to regain control. When this occurs, EMM386
simply causes a return to V86 mode and passes the interrupt through to NDOS without performing any
other actions.

4If a server component is unavailable, locally stored copies of the databases on the Assure EC 4.11 for Novell are used
instead.
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5.1.4 File System and File I/O

The DOS file system is utilized on the Platform and the MicroServer to provide both user file services and
file services for the Assure EC 4.11 for Novell TCB. During a regular user session an instantiation of DOS
runs on the Platform and provides the untrusted portion of file system operations for user requests.® Inside
the Assure EC 4.11 for Novell TCB, NDOS executes to provide file system services for both the Platform
and MicroServer. During administrative sessions, separate instantiations of NDOS run on the Platform and
the MicroServer to handle all file system requests.

A file system redirector (discussed below) is used by the Platform, when running DOS;, to provide file system
access to remotely stored file objects. On the Platform this redirector processes all hard disk drive file
requests because the hard disk is not directly accessible by the Platform. This redirector passes Platform
DOS file system requests via the DPR to the MicroServer and NDOS where the actual file operations are
carried out.

An additional redirector is used by both the Platform and the MicroServer to access file objects stored on
server components.

The details of file system data structures, processing, and redirectors are presented below.

5.1.4.1 File System Data Structures

A number of operating system data structures are used by DOS (both untrusted DOS executing on the
Platform and trusted NDOS executing on MicroServer and on the Platform during adminstrative mode
sessions) to implement and manage the file system. These are not the entire set of structures used by DOS,
rather they are the ones that are primarily used and are most important in the operation of the DOS file
system.

BIOS Parameter Block (BPB) The BPB contains information about the storage medium, such as the
bytes per sector, sectors per cluster, number and locations of FATs and root-directory entries. This
data structure is located on DOS formatted disks and contains the disk specific data that is copied
into system memory at boot time.

Current Directory Structure (CDS) The CDS is the structure that provides the linking between a
logical file system unit (e.g., the A: drive) and the actual physical storage medium. Besides other data
the CDS contains a pointer to an actual physical device driver. A linked list exists with one CDS for
every possible drive letter on the system. By default there are 5 CDSs. The LASTDRIVE command
in CONFIG.SYS increases the number of CDSs. For example LASTDRIVE=Z results in a total of 26
list entries.

The CDS contains the current working directory in the DOS file system that will be active when this
drive is selected. Each CDS points to the Drive Parameter Block for its corresponding physical drive.
Each CDS also contains a flags array that includes, among other things, a network flag. The setting of
this flag signifies whether the drive associated with the CDS is physically located on the system (i.e.,
directly reachable on the system bus) or is remote. This flag bit is used by the redirector to make the
decisions about forwarding a file request to the network.

50Ordinary users can run other versions of DOS besides NDOS on the Platform. This section, however, presents details on
DOS in general and NDOS in particular since these are the operating systems that will be used during administrative sessions
on the Platform and always on the MicroServer.
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Drive Parameter Block(DPB) The DPB is the memory structure into which data from the BPB is
copied at boot time immediately after the associated device driver’s initialization routine completes.
This structure contains the drive’s bytes/sector, FAT location, etc., obtained from the BPB. A separate
DPB is constructed for each logical drive letter that has a physical drive associated with it. A pointer
to the DPB is contained in the CDS.

File Allocation Table (FAT) The FAT is probably the best known of the DOS internal data structures
and is located near the beginning of each disk volume (generally immediately after the boot record). The
FAT is an array of cluster numbers with pointers to other cluster numbers or an end-of-file indicator.
Each element of the FAT corresponds to a single cluster of that drive’s storage space. FAT elements
are connected by forward links to form an allocation chain of storage space holding a file system object
(i.e., file or directory entry).

Partition and Boot Records The partition record (also referred to as the Master Boot Record) is located
in the first sector of the first track under the first head of a disk drive. It establishes the physical limits
of the logical drive and thus permits multiple logical drives to exist on the same physical drive. The
FDISK utility modifies this record and allows disk partitioning. The first 256 bytes are used on a cold
boot to determine which of the disk’s logical partitions is to be used for start-up purposes. The rest
of the record consists of entries that define the limits of each logical partition. These entries contain
data recording the starting/ending head, sector and cylinder, and whether the partition is bootable.

A boot record is located in each bootable partition and consists of code that reads the DOS system
from disk into memory and jumps to the DOS initialization code.

Program Segment Prefix (PSP) The PSP, introduced in Section 5.1.1.2, Typical Process Address Space,
page 44, contains process-specific data structures. These include those for the file system resources
being utilized within the DOS process (e.g., open files, etc.).

Root Directory Every disk volume has a root directory which is the starting point for translating file
system names into disk cluster numbers. The root directory for each disk is located immediately after
the FAT for that disk and before the disk data storage area. The root directory consists of a set number
of directory entries of fixed size. Each directory entry includes a file name, filename extension (e.g.,
.BAT, .EXE, .DIR, etc.), DOS attributes (see Section 7.3.1.3, DOS File Attributes, page 91), creation
date/time, file size, and starting cluster number (the rest of the file’s clusters are referenced through
the FAT). The first byte of the filename is used to indicate if the file has been deleted and whose
directory entry can be reused, or if that directory entry has never been used.

The first two directory entries in the root directory structure correspond to the current directory (i.e.,
.) and the parent directory (i.e., ..).

Swappable Data Area (SDA) The SDA is a buffer area set aside to allow a degree of reentrance in
DOS (which is otherwise not reentrant). This area is used by a redirector to hold certain system
parameters (stored upon entry to the redirector). A redirector can then overwrite these parameters
with operation-specific ones and can reenter DOS operation. The original parameters can then be
restored at the conclusion of a redirector operation.

System and Job File Tables (SFT, JFT) and File Handles Since the release of DOS 2.0, file handles
and file tables have been used for file system operations (in DOS 1.0 File Control Blocks were used,
and are still supported). Each DOS process has a single JFT that records information about all the
files that the DOS process is accessing. A file handle represents an offset into the JFT and is used by
subsequent file operations to access an open file. Each time a file is opened by a DOS process a new
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JFT entry is created and the handle (i.e., JFT offset) is returned to the process. A JFT consists of an
array holding SFT indices.

The SFT is a data structure holding information on all open files. Each JFT array entry contains
a pointer to an entry in the SFT. An SFT entry maintains the state of an open file including the
file’s name, disk cluster information, current offset into the file, current file size, the file’s modification
time/date information, the file access mode, and a flag indicating the SF'T entry is in use. All infor-
mation in a directory entry gets there from an SFT entry when the file is closed; it is brought back
into the SFT when the file is opened. When a file is closed the modification information is used to
determine if data needs to be copied into the directory entry.

All DOS processes share a single SFT. An offset in the SysVars structure (discussed below) points to
the first SFT entry. Each DOS process has its own JFT which is pointed at by an offset in the PSP.

By definition each JFT and SFT has a minimum of five offsets for the default files which are auto-
matically opened via DOS process creation. The five are: standard in (handle 0, keyboard device),
standard out (handle 1, monitor device), standard error (handle 2, monitor device), standard auxiliary
device (handle 3, serial port), and standard list device (handle 4, parallel port). The file CONFIG.SYS
must be modified to allow any additional files to be processed by DOS.

SysVars (The List of Lists) SysVars is a collection of pointers and variables that is located near the
beginning of the DOS data segment. It contains pointers to the beginning of multiple data structure
chains used for DOS file system operations. SysVars points to a chain of PSPs (which in turn point
to the JFTs), DPBs (which in turn point to FATs and Directory Entries), the SFT, the device driver
chain, disk buffers, the CDS, etc. SysVars also points to the beginning of the Memory Control Block
chain discussed in Section 5.1.1.2, Typical Process Address Space, page 44.

SysVars is built at boot time based on the contents of the CONFIG.SYS file.

5.1.4.2 File Open/Close Operations

File open and close are examples of operations that demonstrate the actions of DOS and the function of the
internal data structures discussed above. These operations are used by NDOS on both the Platform and the
MicroServer to process user file system requests.

When a DOS process requests an OPEN operation, and control is passed to DOS via the int21h interrupt,
the process’s PSP is first referenced to locate the JF'T which is searched for a free entry the offset of which
will ultimately become the file handle. In the event that there is no free JF'T slot an error (too many files
open) is returned to the process. If this is the case the DOS process can increase the size of the JFT and
reattempt to open the file.

When a free JFT offset is located DOS searches the SFT chain (accessed via the pointer in SysVars) for
the first available offset. If the SFT is full an error is returned to the DOS process and the request fails.
However, unlike the case where the JFT is full, there is no means by which a DOS process can increase the
SFT size. The only alternative is to modify the FILFE= entry in CONFIG.SYS and reboot the system.

When a free SFT offset is located DOS then determines the drive the requested file is located on and uses
this to index into the CDS chain to locate the CDS for the particular logical drive where the file resides. If a
relative pathname is supplied, DOS uses the current CDS. From the CDS, DOS also determines if the file is
on a redirected drive. If so DOS uses the redirector discussed below (all hard disk drives on the Platform are
marked as redirected). Otherwise, if the file is located on a physical drive, DOS uses the CDS to reference
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the device driver and a pointer to the drive’s DPB which is used to locate the drive’s root directory. The
DPB is also used to covert cluster numbers into sector numbers.

With this information DOS calls the device driver to read the root directory into a buffer (unless a buffer
already holds this information). If the supplied path contains any subdirectories, DOS searches the root
directory trying to match the first component of the supplied path. If it isn’t found, the request fails with a
Path not found error. However, if DOS finds the first level path, it converts the starting cluster number to a
sector number that is passed to the device driver for reading (which utilizes the FAT to walk the allocation
chain). This process continues until DOS has traversed all directories in the supplied pathname and only
the file remains to be found.

Assuming DOS finds the requested file in the last directory entry, the fields of the free SFT offset, located
previously, are updated with data from the file’s directory entry. This information includes the file’s starting
cluster number and a pointer to the DPB for the drive on which the file resides (the DPB in turn points to
the device driver header for the drive). The file offset in the SFT entry is set to zero (indicating the start
of the file) and the reference count is incremented. A pointer to the SFT entry is entered into the JFT and
the handle is returned to the requesting process.

If a file is being created, in addition to the steps described above, a directory entry for the new file is created
in the parent directory and will be written out to disk. All subsequent file operations will be accomplished

via the file handle.

When a CLOSE operation is requested DOS uses the handle supplied in the request to reference the SFT
via the JFT. In the SFT entry DOS checks a bit in a status word to determine if data has been written to
the file. If so, DOS updates the directory entry for the file to reflect the latest size, time, and date. File
buffers are then flushed to disk. Next the in-use flag in the SF'T entry is cleared. If this flag is clear the SF'T
entry can be reused for another file, when the next open request occurs. Finally the JFT entry is cleared.

5.1.4.3 The File System Redirector

The file system redirector interface was introduced in DOS version 3.1 to allow DOS programs to transpar-
ently access remote file systems. This interface was used to reference files on remote server components.
The Assure EC 4.11 for Novell uses the interface so that the Platform can access the hard disk drive located
in the MicroServer. The redirector interface consists of hooks applied to the int2Fh interrupt that DOS
uses for low-level file system processing. That is, int2Fh is an undocumented interrupt that DOS itself uses
when processing a file request. The interrupt hooks, along with the network flag in the CDS which signifies
whether a particular drive is local or not, allow file system requests to be intercepted and redirected away
from the local processing environment. Code that is written to make use of this interrupt and the CDS flag
is referred to as a redirector. The data structures involved with the redirector interface include SysVars, the

CDS, the SFT, and the SDA.

A redirector is usually loaded as a TSR (see Section 5.1.6, Terminate And Stay Resident Processes, page 54)
DOS program that during initialization installs itself into the chain of int2Fh interrupt handlers. It also sets
the network bit in the CDS of the drive for which it wants to capture file system requests. At interrupt
time the redirector checks the interrupt arguments contained in system registers, and the network flag in the
CDS, and determines if the call was for it and if not passes control to the next handler in the chain (which
may be for local file system processing). In this way the redirector monitors all int2Fh calls and filters out
the redirector function calls.
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The Platform has two redirectors (both TSRs): a custom designed module (the LOCLDSKS Redirector)
that allows file system requests to be passed across the DPR to the hard disk on the MicroServer, and
a conventional network file system redirector that manages access to files located on network file servers
(the MicroServer also has a redirector, a conventional network file system redirector, but it is used only in
initialization mode). The LOCLDSKS redirector subsystem is responsible for mapping the Platform requests
for workstation-local DOS file system services into appropriate messages to the MicroServer TCB software.
The network redirector on both the Platform and MicroServer consists of the NetWare Client software (see

Section 5.2.5, ISANIC Driver, page 63).

The Platform disk redirector’s primary function is to capture Assure EC 4.11 for Novell local file system
requests and to translate them across the DPR to the MicroServer (as opposed to sending them to a network
server component). To do this it intercepts the int2Fh requests and reformats them into DPR messages that
are forwarded to the Request Agent on the MicroServer. The Request Agent translates these requests back
into int21h requests for NDOS on the MicroServer.

The network file system redirector (i.e., NetWare Client) located on both the Platform and MicroServer
implements the NetWare 4.11 Network protocol stack. This facilitates the translation of DOS file system
requests into NCP requests. Remote file system requests that originate on the MicroServer are passed directly
to the network interface by the MicroServer NetWare Client. Network file system requests that originate
on the Platform are processed by the MicroServer where the Packet Filter (see Section 5.2.6, Packet Filter,
page 63) forwards them on to the appropriate server component.

5.1.4.4 Platform File System

As has been discussed previously, the Platform does not contain a local file system other than that on
floppy disks. The instantiation of DOS running on the Platform can access floppy files directly (provided
the FPP allows user access) but requires a redirector to access hard disk files. A RAM-based file system can
be constructed in memory on the Platform and the Platform’s DOS can access this directly, but this is a
transient structure that will not persist between user sessions.

When processing any file object requests the Platform DOS maintains internal data structures including
JFTs and an SFT and file handles are used in a conventional way. However, since a redirector is used to
forward hard disk file requests to the MicroServer where NDOS actually opens the file, a Platform file handle
does not represent the file handle that the requested file is opened with on the MicroServer. Rather the
redirector maintains a mapping of Platform file handles and MicroServer pseudo handles and it substitutes
the pseudo handle for the Platform handle when sending the request across the DPR to the MicroServer.
The pseudo file handle is stored in an unused offset in the Platform SFT by the redirector.

The Request Agent on the MicroServer, which operates as a proxy for the Platform during the processing
of file system requests (see Section 5.2.8, Request Agent, page 66), maintains a table of active file handles.
This table contains a list of handles for files open on the MicroServer including both the files opened by the
Request Agent on behalf of the Platform and those that the Request Agent has opened for its own purposes
(the table also includes indications of which files have been opened where). These handles correspond to
entries in the Request Agent’s JFT. This table is indexed by the pseudo handle supplied by the Platform
redirector and is checked whenever a file operation request is received from the Platform to verify that the
file is open and belongs to the Platform. If a pseudo handle corresponds to a file that the Request Agent has
opened on behalf of the Platform the real handle is obtained from the table and the Request Agent issues a
NDOS file system request to perform the action.
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If the check fails the MicroServer returns an error and thus prevents the use of handles for files that are not
open. It also guards against the possibility of a Platform user inadvertently or maliciously attempting to use
a file handle opened by the MicroServer for its own use since the pseudo handle supplied by the Platform
cannot correspond to a file opened by the MicroServer for its own use (i.e., there will be no table entry
mapping the psuedo handle to a real file handle and the Request Agent will reject the file access attempt).

As will be discussed in Section 5.2.8, Request Agent, page 66, the Request Agent contains the Discretionary
Access Control enforcement mechanisms that are active during the handling of Platform file requests by
the MicroServer (see Section 8.2, Discretionary Access Control, page 99). These mechanisms perform access
control checks based on logged in username and file security attributes. In the event that an access control
check fails an error is sent back across the DPR to the operating system on the Platform (and an audit
record entry created on the MicroServer). If the access control check succeeds the file request is passed to
NDOS, on the MicroServer, where the actual file reference occurs.

5.1.4.5 MicroServer File System

On the MicroServer NDOS is used exclusively (as opposed to the Platform where any DOS compatible
operating system is permitted during regular user sessions) and it manages all file operations both for itself
and the Platform. File operations conducted by the MicroServer are completely conventional (in the DOS
sense) with the hard disk drive being a local, physical device. The JFTs hold pointers to SFT entries for all
open files and the JFT offsets represent the real file handles for files open on the MicroServer.

5.1.5 Device Input/Output Management

Device input/output on the Assure EC 4.11 for Novell consists of character I/O to devices such as the
monitor and keyboard and block I/O to devices such as the hard disk drive and network servers. Character
and block types of devices can be accessed through the use of file handles. Some devices can be directly
accessed through I/O port addresses. Most port addresses cause activity on the Platform ISA bus but some
others are on the Platform PCI bus.

Both types of devices are managed by device drivers which are responsible for low level device specific
operations. In DOS, device drivers are organized into a singly linked list structure, the beginning of which
is pointed to by an offset in the SysVars structure. Drivers for block devices are also pointed to by offsets in

the CDSs.

Block devices are represented by volume letters and have a DPB and a CDS (that relates a driver letter
to a device driver) that are built at system initialization time. Block devices provide the mechanisms that
support the DOS file system discussed above.

Character devices are represented by a name in the file space. They are accessed by DOS tracing the device
driver chain searching for a driver with a particular name. Whenever DOS processes a file open request it
first traces the device driver list searching for a character device with the supplied name. Only if no device
is found does it search the file system looking for the requested file (this results in interference between the
character devices and regular files if they have the same name, the file can never be accessed because the
character device will be referenced instead).
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The first five file handles in DOS are reserved for character devices that are in an open state by default.
As was mentioned above in the discussion on JFTs and the SFT (in Section 5.1.4.1, File System Data
Structures, page 48) these five file handles are standard in, standard out, standard error, standard print,
and one auxiliary device. Applications programs can directly use the representative file handles with read
and write operations.

New device drivers are introduced into DOS by simply linking them into the device driver chain. No DOS
recompilation is required. Additional drivers are listed in CONFIG.SYS and are added to the driver chain
at system boot time when each device’s initialization routine is executed. At the completion of device
initialization, DOS checks an attribute to determine if it is a character device and if so adds it directly to
the driver chain. On the other hand, if it is a block device, DOS determines if the device limit has been
reached and if so reports an error and fails to add the device to the driver chain. If not, DOS determines
the next available drive letter and builds a CDS and DPB for the new device. Finally, the driver is added
to the driver chain.

As noted in the TFM new device drivers will not be added to the version of NDOS that runs during
administrative mode sessions.

As was discussed in Section 4.3.3, Flexible Port Protection, page 38 the FPP is used to control access, by
users on the Platform, to I/O devices at a very low level by monitoring the device addresses on the Platform
ISA bus. However, not all I/O devices are mediated by the FPP since some are located on the Platform
PCI bus. These include the DMA controller, system timers, the keyboard, etc. The context of these devices
is cleared during system boot (see Section 5.5, Initialization, page 75) and no data can be passed between
separate sessions.

5.1.6 Terminate And Stay Resident Processes

Certain DOS processes, known as Terminate And Stay Resident (TSR) processes, are used as interrupt
handlers. These programs’ executable images are retained in memory when they are not executing so that
they can be invoked with a minimum of delay (i.e., no latency as an executable image is read into memory
from disk storage). TSRs are typically device drivers whose images are introduced into memory during
system initialization and which, during their own initialization, instruct DOS to handle them as TSRs.

Most TSRs service interrupts by hooking the DOS interrupt vector and introducing their own processing
ahead of any preexisting interrupt servicing. This is accomplished by obtaining the entry in the DOS interrupt
vector position (i.e., the pointer to the current interrupt processing routine) for a particular interrupt and
replacing it with a pointer to themselves (the pointer to the original servicing routine is recorded, allowing
chaining). In this way whenever DOS receives notification of that particular interrupt it will transfer control
to the new interrupt processing routine (which will be a memory resident TSR).

TSR interrupt handlers can also participate in interrupt chaining where a number of interrupt processing
routines can be active for the same DOS interrupt. For any interrupt where this is possible some context is
available that can be used by a handler to determine if the interrupt was for it or some other handler of the
same interrupt class. A new TSR preempts the original interrupt processing routine unless the interrupt is
found to have been specifically for that routine. This allows control to be passed long a chain of interrupt
handlers until either the appropriate one is located or the end of the chain is reached and some default
handling takes place.
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5.1.7 Novell and Microsoft DOS Commands

The versions of DOS used in the Assure EC 4.11 for Novell differs from other versions of DOS. The primary
difference involves external DOS commands that exist as separate executable images (as opposed to internal
commands that are contained in COMMAND.COM the DOS command line interpreter). The versions of DOS
that are allowed to run on the Platform during administrative mode sessions contains only a subset of the
regular external commands. These commands are:

CHKDSK Verify the integrity of data on a disk.

DISOPT Improve the performance of the hard disk (i.e., defragmentation).
EDIT Edit a text file.

EMM386 Manage DOS in Extended Memory.

FDISK Partition and format a hard disk.

FORMAT Format a diskette or hard disk.

SET Define variable strings in the command processor environment.
SETUP Change system configuration settings.

SYS Transfer operating system files and COMMAND . COM to disk.

XCOPY Recursively copy a file tree.

No other external DOS commands are supported on the or the Platform during administrative mode sessions.®

5.2 TCB Internal Programs

The Assure EC 4.11 for Novell trusted software and data flow are described in this section. Refer to Figure 5.1,
page b6 and Figure 5.2, page 57 to see how the trusted software is used by ordinary and administrative users.
First the flow of packets and DOS requests to the NetWare server from the Platform via the MicroServer
are described. After this the software programs are described.

These programs include NetWare Client, DOS Requester, Link Support Layer (LSL), ISANIC Driver, Packet
Filter, NIC Driver, Request Agent, and Assure Reference Mediator (ARM). For the flow of data from the
Platform for DOS requests that involve the local hard disks refer to Section 5.1.4, File System and File I/O,
page 48.

6 The other commands may exist but the administrator is directed to not use them for any administrative activities described
in the Trusted Facility Manual (TFM). These commands are outside the evaluated configuration and the administrator is
expected not to use them.
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Figure 5.1. Ordinary User Session

5.2.1 Packet Processing Operation

In order to trace data flow through the software, consider a single request which is generated by application
software on the Platform, and which is bound for a NetWare server. The DOS Redirector program which is
part of the NetWare Client software on the Platform handles this request. If the DOS Redirector program
determines that this request is a remote request (e.g., open file) to a NetWare server, then this request
is processed by the NetWare Client software on the Platform. The software that runs on the Platform is
untrusted for ordinary user session. The DOS Redirector on the Platform determines whether this request
is local to the workstation or remote based on the drive letter. For a network bound request, the NetWare
Client maps the request into an NCP message for the server, and places the message in an IPX packet.
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Figure 5.2. Administrative User Session

5.2.1.1 Preparing the Outgoing IPX Packet on the Platform

In general depending on the remote request, the IPX packet that is formed contains NCP or other protocol
data that is constructed by the NetWare Client. The IPXODI software, a part of the Net Ware Client software
on the Platform, inserts the source and destination IPX station addresses in the IPX packet header. An
IPX station address is an IPX address without the IPX socket number, and this address consists of the
network number and node number. IPXODI inserts the source socket number depending upon the kind
of response sought from the server by examining the request data. IPXODI inserts the destination socket
number in the IPX packet depending upon the kind of service sought from the server (e.g., NCP request,
PSSCP request) by examining the content of the IPX packet. The destination IPX address is obtained from
the client connection table based on the server identified in the request. The connection table is formed
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by the NetWare Client software (the CONN.VLM program) to maintain server connections that are currently

established.

5.2.1.2 Preparing the Ethernet Packet on the Platform

The TPXODI software builds an Ethernet packet, and this packet contains the IPX packet that is to be
transmitted. The TPXODI then determines the source and destination Ethernet addresses. The source
Ethernet address is obtained from the Platform’s local configuration database which is stored in the non-
volatile memory on the MicroServer at installation time. The destination Ethernet address is determined
as follows: If the network number in the destination IPX address is the same network number as the
workstation’s network number (this network number is in the source IPX address), then the destination
is on the local LAN segment as the workstation, and the destination Ethernet address is the destination
IPX node number in the destination IPX address. If the network number in the destination IPX address is
different than the workstation’s network number, then the destination is on a different LAN segment than
the workstation’s, and the destination Ethernet address is the Ethernet address of a router on the local LAN
segment. The TPXODI software determines this address via a RIP request to the network for the path to
the destination server, and saves the information for future transactions in the Router table.

5.2.1.3 Routing the Ethernet Packet to the MicroServer

The IPXODI software on the Platform forwards the IPX packet to the ISANIC driver via the LSL and passes
the source and destination Ethernet addresses as parameters. The ISANIC driver simulates the NIC driver
with respect to its LSL interface. This interface is defined by the NetWare Open Data-Link Interface (ODI)
standard which is a publicly available document from Novell. The ODI architecture provides the ability
for multiple protocol stacks to be implemented on a platform without having to code a different driver (to
support each protocol stack) for a NIC. Two of the key portions of the ODI are the LSL and the Multiple
Link Interface Driver (MLID). The LSL is a software packet switch, routing packets received from the Media
Support Module (MSM) to the appropriate stack. MSM is the generic top “layer” in the set of drivers
for a particular NIC. As the NetWare IPX/SPX protocol stack is the only protocol stack supported in the
evaluated configuration, the switching function supported by the LSL is trivial.

The ISANIC completes the forming of the Ethernet packet and inserts the source and destination addresses
passed by the IPXODI. The ISANIC driver on the Platform communicates with the EBIOS to transfer the
Ethernet packet, containing the IPX packet to be transmitted, to MBIOS by using the DPR buffers.

On the MicroServer, the MBIOS forwards the Ethernet packet to the ISANIC driver. The ISANIC driver
forwards the IPX packet contained in the Ethernet packet to the Packet Filter software via LSL.

5.2.1.4 Validating the IPX Packet on the MicroServer

The Packet Filter software validates the IPX packet before the packet is forwarded as an Ethernet packet
via LSL to the NIC Driver. This validation consists of ensuring the following:

1. The source IPX station address in the outbound-to-network IPX packet contains this workstation’s
station address. There is one IPX station address assigned to each workstation, and this address is
utilized both by the Platform and the MicroServer for network communications.
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2. The source IPX socket number stated in the IPX packet is a socket number that the Platform can
use. There exists a list of reserved socket numbers that is utilized only by the MicroServer for IPX
packets that are generated by the MicroServer Request Agent. This list is contained in the network
configuration file that is utilized by the MicroServer.

3. The destination IPX station address is a valid NetWare server IPX station address. During initialization
the Request Agent (RA) Software builds an IPX Address table, and this table is made available to
the Packet Filter. This table is developed by the RA by issuing a SAP General Service Query to the
network. This table contains IPX station addresses of valid servers, and the corresponding Ethernet
address to be used for each server. An addition of a new server to the network requires the current
user of a workstation to log out and log back in again in order to update this table.

4. The destination IPX socket number is a permissible IPX socket number. The destination socket number
defines the type of service that is sought from the server. There is a list of Platform Invalid Socket
Numbers contained in the file NET.CFG. This list contains the socket numbers that are not permissible
as the destination socket numbers. This list is created at workstation installation time.

5. If the IPX packet is a RIP or SAP broadcast or outgoing reply packet, or an 1&A-related packet, then
other additional checks are performed (see Section 5.2.6, Packet Filter, page 63).

5.2.1.5 Validating the Ethernet Packet on the MicroServer

After the IPX packet is validated, the Packet Filter validates the source and destination Ethernet address.
The workstation Ethernet address, is stored on the flash RAM on the MicroServer board during MicroServer
configuration. This address, which is the source Ethernet address, is placed in the flash memory on the
MicroServer NIC hardware during MicroServer initialization. The Packet Filter validates that the destination
Ethernet address in the packet is the same as the corresponding Ethernet address in the IPX Address table
for the specified destination IPX address. The Packet Filter may then digitally sign the packet if packet
signing was negotiated with the server by the Platform user. After this the Packet Filter hands over the
packet via LSL to the NIC driver, and passes the validated source and destination Ethernet address as
parameters. The NIC driver inserts the source and destination Ethernet address into the Ethernet packet,
completes the formation of the Ethernet packet, and outputs the IPX packet onto the network as an Ethernet
frame.

5.2.1.6 Request Originating on the MicroServer

A request originated on the MicroServer and destined for the server goes through similar kinds of steps as
that above except that the Packet Filter software is not involved. Verification of outbound IPX packet is not
required, because the request is originated by TCB software, namely the Request Agent. The IPX packet
is formed by the NetWare Client software on the MicroServer, and then via the LSL software and the NIC
Driver the IPX packet is output to the network.

5.2.1.7 Inbound IPX Packets

An IPX packet which is inbound to the workstation from the network is always received by the Packet Filter
software in order to determine whether it is intended for the MicroServer or the Platform. The Packet Filter,
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after validating the IPX packet, routes the IPX packet via the LSL to the Request Agent, or the ISANIC
Driver on the MicroServer for routing the packet to the Platform.

5.2.2 Virtual Loadable Modules

A Virtual Loadable Module (VLM) is a modular executable program that runs at each DOS-based work-
station and enables communications with the NetWare server. A VLM file has a .VLM filename extension
(e.g., IPXNCP.VLM). The NetWare Client software, which runs on the MicroServer and is part of the TCB,
consists of several VLM programs. These VLM programs replace and provide backward compatibility with
the NetWare program called NETX used in previous NetWare versions. There are two types of VLM pro-
grams: child VLM and multiplexor VLM programs. Child VLM programs handle a particular collection of
functions (e.g., NDS.VLM handles the NetWare version 4.xx servers). A multiplexor is a VLM that routes
calls to the proper child VLM.

VLMs are loaded via a program called VLM.EXE which is the main control program for the NetWare Client
software. It loads and runs individual VLMs required for the workstation client configuration. It provides
inter-VLM communications, VLM memory management, and allows parent and child VLMs. VLMs are
loaded during client workstation initialization via a network configuration file called NET.CFG. Once loaded
the VLMs stay resident. VLMs exist on both the Platform and the MicroServer.

5.2.3 NetWare Client

The NetWare Client software consists of the NetWare DOS Requester, and the network protocol stack. The
NetWare Client runs on the Platform, and on the MicroServer as TCB software. The NetWare Client software
on the Platform and on the MicroServer gets loaded separately via their respective NET.CFG files. On the
MicroServer the NetWare Client software accepts redirected DOS requests from Novell DOS or application
requests from the Request Agent software, transforms them into IPX packets, and forwards them to the
NIC Driver via the LSL. On the Platform the NetWare Client software processes IPX packets as stated in
Section 5.2.1, Packet Processing Operation, page 56.

The NetWare Client software on the MicroServer provides support for NetWare server 1&A, and Audit. The
same is provided on the Platform; however, in this case the server 1&A is actually managed by the Packet
Filter subsystem on the MicroServer in order to provide protection by the TCB when the login user is not an
administrative user (i.e., prevent login spoofing). The Packet Filter subsystem makes checks on all packets
going out of the Platform to the network, and coming in from the network to the Platform, and these checks
are made regardless of whether the user is an administrative user or an ordinary user. Certain checks are
bypassed by the Packet Filter if the user is an administrative user; the administrative user per the TFM is
required not to make certain function calls to the server as well. The Packet Filter subsystem together with
what the administrator user is allowed to do is discussed later.

5.2.3.1 DOS Requester

The NetWare DOS Requester is a redirector consisting of group of files that handles DOS and application
service requests which are intended for a NetWare server. These files consist of a number of VLMs. These
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VLMs perform services such as handling a print requests, performing remote file I/O, or performing an NDS
function. The NetWare DOS Requester performs following functions:

Protocol Management. The MicroServer NetWare Client uses its own protocol stack, IPXODI, for down-
loading its configuration databases from the NetWare server and uploading audit data. The Platform
protocol stack is entirely under the control of the NetWare Client software on the Platform. Each
protocol stack maintains its own state.

Management of Connections. During workstation initialization, the MicroServer NetWare Client pro-
gram establishes the connection used to download configuration information from the server (see
Section 3.3.1, NDS Databases, page 19). After the Platform boots, the Platform NetWare Client
manages connections to servers as required by the application software running on the Platform.

File I/0. The NetWare Client manages file I/O requests for redirected network drives (i.e., for drives on a
NetWare server). The request is initiated when a caller invokes software interrupt 2Fh. If the request
maps to a NetWare drive, the NetWare Client program maps the request into an NCP message for
the server. This function is used by the Platform’s application software and administrative utilities.
During ordinary user or administrative session, the MicroServer does not use this facility because it
does not store files on the NetWare servers.

Remote Printing. The Platform’s NetWare Client software handles requests to print on the network de-
vices.

Encryption. The NetWare Client software implements the RSA public key encryption system used for
workstation user authentication to the server.

There are a number of VLM programs included in the DOS Requester. The following are the programs
utilized:

1. The DOS redirector VLM, REDIR, handles file service requests, (the application-level requests), and
routes the requests to the NetWare server using NCP messages. This redirector is used on the Platform
for all remote file requests.

2. The NWP VLM program establishes and destroys NCP connections, handles NetWare logins and
logouts, and handles broadcast messages.

3. The RSA VLM implements the RSA public key encryption system.

4. The SECURITY VLM implements the MD4 message-digest algorithm and a per-NCP connection/per-
request session state to provide non-repudiation of NCP traffic.

5. The FIO VLM implements a basic file input/output transfer protocol.
6. The PRINT VLM handles workstation print requests using the FIO VLM for file writes.

7. The TRAN VLM maintains connections between the client and servers. TRAN is a multiplexor that
allows multiple transport protocols to be used. Only IPX/NCP is used in the NetWare 4.11 Server.

8. The IPXNCP VLM handles NCP connections using the IPX protocol. This VLM communicates with
IPXODI, which is the implementation of the IPX protocol stack.
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9. The AUTO VLM reconnects a client to a server and rebuilds the client environment if a connection is
lost.

10. The CONN VLM allows the workstation, using the DOS Requester, to establish a configurable number
of connections with multiple servers.

11. The NDS VLM implements the NetWare protocols using Directory Services specific functions (e.g.,
login/logout, NCP connections, fragmented NCP requests).

5.2.3.2 Protocol Stack - the IPXODI Program

The MicroServer and Platform each maintain an independent protocol stack, (the TPXODI program), but
share a single IPX station address. The protocol stack on the Platform is under the control of the user and
Platform software. Each protocol stack maintains its own state for connection-oriented protocols.

On the Platform the application software uses the SPX/IPX-based or NCP/IPX-based or RIP/IPX-based
or SAP/IPX-based packets to interface with the NetWare Client subsystem. The protocol stack interfaces
with the ISANIC Driver via the LSL software.

On the MicroServer, the Request Agent software utilizes the NCP or RIP or SAP/IPX-based packets to
download NDS databases from the server, to upload workstation audit data, and to make general service
queries. The protocol stack interfaces with the NIC Driver via the LSL software.

The protocol stack on the Platform and the MicroServer maintains a Router table consisting of server IPX
station addresses and Ethernet addresses. The server IPX station addresses are for the servers which are
not on the same LAN segment as the workstation.

5.2.4 Link Support Layer

The Link Support Layer (LSL) software provides a means for using multiple network protocols and LAN
adapters on the same workstation. The LSL software runs on the Platform and MicroServer. The LSL
subsystem is a multiplexor between protocol stacks (i.e., the NetWare Client and Packet Filter on the
MicroServer) and Drivers (i.e., the NIC Driver and ISANIC Driver on the MicroServer, and the ISANIC
Driver on the Platform). For packets received from the drivers, the LSL subsystem determines the protocol
stack to which the packet is to be delivered. For packets received from a protocol stack, the LSL subsystem
routes the packet to the appropriate driver.

On the MicroServer, the flow of packets via the LSL subsystem are:

1. Packet Filter < LSL < ISANIC < MBIOS

2. Packet Filter & LSL < NIC Driver < Network

3. Request Agent = NetWare Client = LSL = NIC Driver = Network

4. Network = NIC Driver = LSL = Packet Filter = LSL = NetWare Client = Request Agent

5. Network = NIC Driver = LSL = Packet Filter = LSL = ISANIC Driver = MBIOS
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5.2.5 ISANIC Driver

Communications between the Platform and the MicroServer is accomplished by sending messages across
the Industry Standard Architecture (ISA) bus. The ISANIC Driver is a means for the Platform and the
MicroServer to interface, consistent with the Novell’s ODI specification, over the ISA bus. The ISANIC
driver behaves like the NIC driver with respect to the LSL interface.

The flow of packets/data between the Platform to the MicroServer is:

1. For DOS access: LOCLDSKS Redirector < EBIOS < MBIOS < Request Agent

2. For a server access: Platform ISANIC Driver < EBIOS < MBIOS < MicroServer ISANIC Driver <
LSL < Packet Filter

5.2.6 Packet Filter

The Packet Filter software runs on the MicroServer and operates as a network guard program that mediates
the flow of network packets between the Platform software and the network media by examining the IPX
packet addresses and other header information contained in the packet. The checks, described below, made
by the Packet Filter are applicable to both an ordinary user session and administrative user session except as
noted. The Request Agent, during workstation initialization and 1& A | informs the Packet Filter whether the
current session established is an ordinary user session and administrative user session. The Request Agent
determines this fact from the user’s database lookup on the workstation. The Packet Filter software has the
following functional areas:

1. It ensures that the packet transmitted by the Platform onto the network is destined for a valid NetWare
server by checking the IPX addresses. During MicroServer initialization, the Packet Filter sends a SAP
General Service Query to the network in order to create a list of IPX station addresses of NetWare
servers that are currently available on the network. The query response is from a server that maintains
the SAP information, and the response contains a list of server information (type, server name, and
IPX address, and number of hops). The Packet Filter removes any duplicate IPX station addresses,
and hashes the list to simplify subsequent searches.

2. It ensures that the destination IPX address of an IPX packet bound to the network contains only a
permissible socket number. The MicroServer knows the list of non-permissible socket numbers. This
list is part of the configuration information and is setup at installation time.

3. It ensures that the source IPX address of a packet sent to the network contains a valid IPX address.
The Platform and the MicroServer share one IPX station address, the workstation station address.
The socket numbers for the Platform and the MicroServers are different, and the MicroServer knows
which are MicroServer reserved socket numbers. These socket numbers are part of the configuration
information and are setup at installation time.

4. Tt ensures that only IPX-type packets are sent by the Platform to the network and from the network
to the Platform. The MicroServer only originates and receives IPX packets.

5. It ensures that for outgoing IPX packets from the Platform, the source and destination Ethernet
Addresses in the corresponding Ethernet packet are valid addresses. For this validation, an IPX Address
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10.

11.

12.

13.

table, consisting of IPX station address for each server and the corresponding Ethernet address to be
used for each server, is maintained.

For an incoming IPX packet, it determines whether the packet is intended for the MicroServer or the
Platform based on the socket number specified in the destination IPX address.

It discards packets to or from the Platform on socket numbers reserved for NetWare SMS operations
during ordinary user workstation login sessions. The TFM advises that an administrative user should
not use SMS operations.

It discards Bindery (i.e., NetWare 3.x) login packets to or from the Platform during ordinary user
workstation login sessions. The TFM advises that an administrative user should not perform Bindery
login.

It performs authentication emulation, which involves modifying outgoing login and background au-
thentication packets using private authentication material protected by the TCB, so that the NetWare
server regards these packets as having originated on the Platform. Refer to Section 8.1, Identification
and Authentication, page 93.

It performs MD4 NCP packet signing on any outgoing NCP that may be signed using the NCP session
material if so configured (see also “use of MD4 Signatures” in Section 3.3.2.1, Assure Local Workstation,
page 24).

It prevents a NetWare password-change request during ordinary user workstation session. Administra-
tive users are allowed to perform password changes during the session.

It generates audit events for packets discarded due to policy violation (e.g., trying the invalid SMS
operation).

It performs object reuse on Ethernet packets which are received from the Platform and destined for
the network, or which are received from the network and destined for the Platform. The object reuse
function is performed on an IPX packet contained in the Ethernet packet which is less than 42 bytes
long, because in this case the IPX packet is padded to 42 bytes - the minimum Ethernet packet message
data length. The object reuse function is required in the workstation as per a requirement stated in the
NSAD, because the Ethernet card in general does not perform this function, and because the NetWare
4.11 Server is not performing this function. The object reuse function consists of erasing the padded
Ethernet message data with zeroes.

The following classes of messages are filtered out (i.e., deleted) by the Packet Filter subsystem. When a
packet is discarded, an audit record is generated detailing the packet discarded.

Non-IPX packets. If the header of the packet does not conform to the IPX protocol structure, the packet

is discarded.

Outgoing broadcast packets. The packet filter checks RIP or SAP packets. Only RIP or SAP broadcast

packets are allowed to be sent to the broadcast server address.

Outgoing RIP and SAP packets. An outgoing RIP and SAP system packet from the Platform is checked

to verify that is only a request for information. Qutgoing RIP and SAP packets which are replies are
deleted by the Packet Filter.
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Client to server IPX packets. The Packet Filter is configured with a list of server IPX station addresses

at MicroServer initialization time. The Packet Filter also determines its own IPX station address,
which is the MicroServer IPX station address. The Packet Filter also knows at initialization the list
of invalid destination socket numbers that the Platform cannot use. In this evaluated configuration
only the SMS socket number is listed. For each outgoing IPX packet, the Packet Filter validates that
the destination IPX station address in the packet header is a valid server IPX station addresses. For
each outgoing IPX packet, the Packet Filter ensures that the source field in the IPX packet header
contains the workstation IPX station address, and does not contain an invalid socket number. For each
incoming IPX packet intended for the Platform, the Packet Filter ensures that the socket number in
the source field of the packet header is not an invalid socket number. If these checks fail, the packet is
rejected.

Password-related network packets. For an ordinary user workstation session, the Change Password

NCP request to the server is discarded by the Packet Filter. Administrative users may issue Change
Password NCP Request. The MicroServer software knows the session mode based on the user type
entry in the User configuration database.

Bindery logins. The Bindery (i.e., NetWare 3.x) login NCP packet is discarded by the Packet Filter during

an ordinary user workstation session.

The Packet Filter subsystem is comprised of the following elements:

1.

The Application element is responsible for interfacing with the Request Agent software so that the
Request Agent software may configure the operating characteristics of the Packet Filter (i.e., user
session mode, invalid destination socket number list, valid destination server IPX station addresses, the
workstation station address, MicroServer socket list, control flags, authentication material - credential,
signature, user object distinguished name, server password, IPX packet buffer pool).

The LSL Interface element communicates with the LSL software and provides a mechanism for pre-
scanning the protocol stack in order to determine if the incoming IPX packet is destined for the
MicroServer or Platform based on the socket number specified in the IPX address.

The Packet Engine element is the traffic cop, and is responsible for the proper routing and management
of packet buffers.

The IPX and NCP Policy element is responsible for the policy enforcement. All of the IPX related deci-
sions are made here. This element performs packet signing, and authentication emulation (Section 8.1,
Identification and Authentication, page 93). This is where most of the processing of the packet filter
takes place. This element is responsible for auditing by calling the ARM subsystem to record audit
events.

The Config element is responsible for the configuration of the user capabilities, and the construction
of a list of known NetWare servers. This element builds the list of servers by issuing a SAP General
Service Query to the network.

The Packet Filter subsystem has the following data flows:

1.
2.
3.

Platform = ISANIC = LSL = Packet Filter = LSL = NIC Driver = Network
Network = NIC Driver = LSL = Packet Filter = LSL = NetWare Client = Request Agent
Network = NIC Driver = LSL = Packet Filter = LSL = ISANIC Driver = Platform
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5.2.7 NIC Driver

The Network Interface Controller (NIC) Driver is a NetWare Multiple Link Interface Driver (MLID) for the
Ethernet LAN Network controller on the MicroServer. This controller is used for communicating with the
NetWare servers attached to the network. The NIC Driver manages and communicates with the hardware
that makes up the Ethernet network interface on the MicroServer. The Platform software cannot directly
communicate with the NIC Driver or the hardware that it manages.

The NIC Driver handles generic initialization and run time setups of the driver, Ethernet-specific setups, and
interactions with the Ethernet controller (e.g., resetting the controller). The NIC Driver transmits packets
between the Link Support Layer and the physical media via the Ethernet controller.

When the NIC Driver receives an IPX packet from the LSL it is mapped into Ethernet packets for eventual
transmission to appropriate NetWare servers. The NIC Driver maps the destination IPX packet address
into the corresponding destination Ethernet packet address, and places the source Ethernet address of the
workstation in the packet.

5.2.8 Request Agent

In contrast with most of the other subsystems on the MicroServer, the Request Agent (RA) does not run
as a TSR program. The RA runs as an application program and terminates only when a logout message is
received from the platform. The RA software controls the operation of the embedded MicroServer software.
The RA assists in providing:

1. The 1&A of users,

2. The password changes,

w

The downloading of workstation-specific global databases from the NetWare NDS DIB,

-

The file system access requests on the local hard disk on behalf of the Platform,

5. The periodic uploads of the workstation audit data to the NetWare server,

(o)

The operation of the MicroServer’s other internal subsystems,

=

The user logout to the workstation,

oo

The use of DES-based circuitry for data encryption of local files and audit data uploaded to the
NetWare server,

9. The monitoring of user-type logging in,

10. The checking of the request parameters received from the LOCLDSKS Redirector, and if syntactically
valid, attempting to carry out the file request,

11. The synchronization of the Platform and the MicroServer, and directing the Platform to perform its
own initialization during administrative or ordinary user login, and

12. The opening of certain TCB files before the ARM subsystem is initialized so that these files are not
subject to DAC.
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The RA has the following functional areas:

RA Initialization. During MicroServer initialization the RA is started. Prior to starting the RA, Novell
DOS has loaded the necessary device drivers, the ARM subsystem, and the NetWare Client subsystem
into memory. The RA performs file system integrity (i.e., run CHKDSK), hooks the Platform hardware
reset interrupt, starts the Packet Filter, and initializes the Platform.

Interaction with the Server. The RA downloads a list of server IPX addresses from the server, and
passes it to the Packet Filter software, so that the Packet Filter can ensure that incoming and outgoing
messages are directed to servers only. The RA tells the Packet Filter to begin normal operation. The
RA, acting in the role of NetWare user, performs an NDS login to the server using the MicroSever
NDS object name and a secret password known only to the MicroServer (see the database defined in
Section 3.3.2.1, Assure Local Workstation, page 24).

The RA requests the current time from the server, and then synchronizes the MicroServer system clock
with the server’s time and audits the time change.

The RA downloads the global ASSURE databases (see Section 3.3.1, NDS Databases, page 19). If
these databases cannot be downloaded (e.g., login unsuccessful), then the RA will use the existing
copy of these databases which were downloaded during the previous initialization of the MicroServer.

If there are no existing copies of these databases on the workstation, then the Assure EC 4.11 for Novell
will not allow users to login.

Workstation Login Data Processing. A workstation is required to be power cycled or hardware reset
before user login can begin. First the MicroServer initializes the MicroServer software, and then
downloads the workstation global databases. After this, the RA and ARM software perform user login
requests, and password-change requests. The RA displays a login prompt to its standard output. The
login prompt gets passed to the MBIOS, and then to the EBIOS, and then to the PBIOS to display on
the screen. There is no Platform software residing in the Platform RAM. The login process is entirely
managed by the MicroServer software, the EBIOS, and the workstation hardware.

One character at a time, the user enters the workstation user name followed by the user’s workstation
password. If the user needs to change the workstation password, then the new workstation password is
entered after the current workstation password is entered. The RA software invokes the ARM software
to first authenticate the user, and optionally to change the requested password. For details refer to
Section 8.1, Identification and Authentication, page 93. If there is an error in the entry, the RA requests
the user to re-enter the data. The RA then passes the User Authorization flag value to the Packet
Filter software, so that the Packet Filter can disallow certain NetWare server actions which may be
performed subsequently by ordinary users (e.g., bindery login, SMS actions).

NetWare Login Data Processing. After successful workstation 1&A, the user enters the NetWare pass-
word. The reason why this is done is because the password is required to be securely entered to the
TCB with no intervening untrusted software. After the NetWare password is entered, the RA sends
an NCP request containing the Verify Password NDS verb to the server to verify the user’s NetWare
password. If there is an error in the verification, then the user is required to re-enter the password.
When the password is correctly entered, this does not mean that the user has successfully logged into
the server as well, it only means that the entered password is correct. For example, even though this
verification may succeed, an explicit login to NetWare by the user after the user’s session is established
with the workstation may fail, because the user is not authorized to login for the time of day. After
this, if the user needs to change the NetWare server password, then the new server password is entered

67
16 December 1997



Tracor Assure EC 4.11 for Novell FER
CHAPTER 5. TRUSTED SOFTWARE

after the current server password is entered. Passwords entered are not echoed back on the display. On
behalf of the user the RA performs password change on the NetWare server if the user has requested
a password change. To do this the RA logs out of NetWare as the MicroServer user, and logs in to
NetWare as the workstation user, and then changes the user’s password, and then logs out of NetWare,
and logs in back again as the MicroServer user. Refer to Section 8.1.3.3, Mechanism for the NetWare
Server Password Change, page 98 for the details concerning the password change request interaction
with the NetWare server.

The user’s NetWare login user name and the user’s current effective password is then passed onto
the Packet Filter software. For the user to login to the server, the user has to explicitly invoke the
server login function after the user session on the workstation is established. At that point in time the
authenticated material entered by the user will be used by the Packet Filter software to perform the
user’s login to the server (see Section 8.1.3.1, Mechanism for Login to a NetWare Server, page 95).

Platform Initialization. The RA synchronizes with the Platform by sending several messages across the
TCB interface. The RA sends messages to the EBIOS to synchronize the Platform’s real-time clock
to that of the MicroServer, to set the Platform’s CMOS memory (see Section 3.3.2.1, Assure Local
Workstation, page 24), to specify the location of the virtual boot drive image, and to give the control
of the keyboard and display devices to the Platform. These messages are used by the Platform to
perform its own internal initialization.

Audit Upload. Initiation of audit trail uploading is performed during the initialization stage of the RA,
after login processing is done. The ARM software reads the audit records from the local audit file and
invokes the RA to perform actual uploads. When the RA receives an acknowledgment from the server
that the audit record has been inserted into the audit file on the server, it notifies the ARM.

Internal File Usage. The RA processes file system requests on behalf of the Platform and sends them
to NDOS. In addition to this the RA also accesses TCB files for its own usage. The RA opens the
Local Workstation database file to get information required for the MicroServer to login to the server.
The RA performs all of these TCB file accesses during initialization. The ARM software during
initialization allows all rights to all the files that exists on the hard disk. There is no logged in user
during initialization. After a user is logged in, the no-logged-in-user variable is reset by RA | and after
this ARM enforces the rights that are given to the logged in user. After this when RA calls ARM, the
logged-in-user rights are enforced.

Encryption Services. The RA offers encryption services by sending requests to the DES hardware.

Logout detection. When the RA detects a logout request, it prepares the workstation for a shutdown by
closing any open files, stopping the audit subsystem, flushing all disk buffers, and stopping the Packet
Filter software.

5.2.9 ARM

The Assure Reference Mediator (ARM) software is basically responsible for the implementation of the work-
station security policy. The ARM is a TSR program. The following are the software elements of the ARM
subsystem:

1. The Control Dispatcher is responsible for providing global APIs to other elements within ARM. The
main routine for ARM is located in this element. The APIs are responsible for file system operations,
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communications, and string operations. The RA and Packet Filter utilize an API provided by this
element to record audit events.

2. The System API Dispatcher element intercepts certain hardware and software interrupts (e.g., shut-
down and file handle release, enforcement of DAC policies, communications with other subsystems)
before they are passed onto Novell DOS or MBIOS for service. This is done for security policy enforce-
ment.

3. The I&A Support element contains the APIs used by the Request Agent subsystem during the login
process. The I&A activities include:

verifying user password,

)

b) enforcing password controls,
) enforcing login restrictions, and
)

initializing the FPP configuration by determining via database lookup the list of range I/O port
addresses which are allowed for the user.

The audit control activities include:

reading the audit records in the queue,

querying and accessing the queue,

)
)
¢) initializing the queue,
) managing overflow conditions, and
)

managing process events related to the audit event services.

4. The DAC Enforcement element contains support needed by the workstation DAC policies. These
enforcement activities include comparing the path access list to the user’s attempt to access the FSOs,
and determining the user’s effective rights.

5. The Database Manager element provides the services that the RA and ARM need to access the local
database files.

6. The Audit Control element contains all the services for the circular queue management required to
store the audit events generated by the subsystem. The audit service includes invoking the RA to
perform audit record transfer to the server, and receiving an acknowledgment from the RA when the
upload to the server is complete.

7. The Audit Write element provides the services for transferring data from the circular queue to the
queue file.

8. The Audit Upload element provides the services needed to prepare the audit data for uploading to the
NetWare server.

9. The OR Support element provides the services needed to clear out the disk space when a file is deleted.
10. The DES element provides the services needed to encrypt key data (e.g., passwords).

11. The FILE I/O element provides the function needed to access the physical disk.

The ARM software has the following security-related responsibilities:
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I&A. The ARM supports the RA subsystem in performing I&A. The ARM provides APIs that permit other
MicroServer programs to perform I&A functions. The ARM APIs include: local user authentication
of name and password, validation of new password, inform the RA to write new password to the local
database file, and user logout.

Login and Logout Processing. During login, the RA interacts with the user to collect a user name,
password, and optional data indicating the user wishes to change the password. The RA calls the
ARM to authenticate, and the ARM authenticates the user name and the entered password by accessing
the Assure user and workstation database. During authentication the ARM also makes the following
checks: account disabled, account expiration date, and session time restrictions. After authentication
it reads the remainder of the user’s database record which consists of: ACL, object reuse flag, and
audit flags. If a password change is requested, then the new password is validated and then entered in
the Assure user database.

When the ARM receives the logout request from the RA, the ARM completes all audit activities and
finishes all current 1/O activities to the server, all I/O buffers are flushed, and clears all key data
structures in memory.

DAC. The ARM enforces the workstation DAC policy for ordinary and administrative user access to files,
and directories (see Section 8.2, Discretionary Access Control, page 99 for more information).

Object Reuse. The ARM performs object reuse for files and directories. The ARM overwrites residual in-
formation left on the disk medium when DOS file system disk clusters are returned to the MicroServer’s
free space. The ARM also overwrites disk clusters allocated to files. The cluster size is four sectors.
See Section 8.3, Object Reuse, page 106 for more information.

Audit. The ARM performs workstation auditing.

FPP Initialization. The ARM initializes the Flexible Port Protection (FPP) hardware which monitors
the allowable /O ports which can be used by the Platform during a session. (See Section 8.2.2.1,
Devices, page 105 for information for DAC on devices). After the FPP hardware is setup, the hardware
continually monitors the use of I/O ports on the workstation’s ISA bus. The FPP monitors IN and
OUT commands to the I/O address ports.

File Encryption. The ARM provides mechanisms for the transparent encryption of the files stored on the
MicroServer.

Control of DES. The ARM provides centralized control of the DES hardware on the MicroServer.

5.2.10 TCB Support Software

The TCB support software does not directly implement or support security policies or directly maintain,
security-relevant databases, but it does affect the correct operation of the TCB.

The library functions described below are considered part of this software. In addition to these, the LSL,
ISANIC Driver, Novell DOS, and LOCLDSKS Redirector subsystems are also considered part of this software.
On the Platform this software is trusted during an administrative user session.

The TCB support software includes workstation import and export, backup and restore, administration, and
workstation initialization and shutdown.
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5.2.10.1 Workstation Import and Export

Data on the Assure EC 4.11 for Novell may be imported or exported via regular NDOS file system operations
to floppy disks, parallel/serial port devices (e.g., modems or local printers ) or NetWare 4.11 Server drives.
Any NDOS or other operating system commands that accept a drive specification as an argument (e.g.,
XCOPY, COPY, etc.) can be used to move data to/from the Assure EC 4.11 for Novell. Any user that has
file system object access authorizations to the files or directories and either FPP access to the floppy drive
or parallel/serial port devices or sufficient access rights to file objects on a server component can perform
import/export operations.

5.2.10.2 Workstation Backup and Restore

Backup and Restore for the Assure EC 4.11 for Novell is handled via DOS through the XCOPY command which
can be operated by either a regular user, or an administrative user. The processing of XCOPY is the same as
for any other NDOS file system request. That is, the redirection of the file system request is accomplished
via translation across the DPR from the Platform to the MicroServer where NDOS file system operations
are invoked to satisfy each part of the file system request. NDOS on the MicroServer performs the actual
hard disk operations and passes the results back through the processing chain and across the DPR to the
DOS on the Platform

If the user backing up the Assure EC 4.11 for Novell hard disk is directing the backup to the floppy drive,
the FPP mechanism will be invoked when the data is copied onto the system bus and routed to the floppy
drive. In the event that the user directs the backup to a server component the operating system on the
Platform will pass the output request to the NetWare client software running on the Platform which will
translate the request into Novell NCP requests that will be transferred across the DPR to the MicroServer
where they will be passed on to the network interface for passage to a server.

Restore operations also take place with the XCOPY command and basically operate in the reverse direction.

TCB access mediation is always enforced on the use of XCOPY. That is, users, who issue a backup/restore
request, will only be able to access those hard drive files and directories for which they have valid file access
authorizations. In order to backup the entire system a user must have access to all files and directories. This
includes administrative mode users.

5.3 Libraries

The workstation’s TCB software subsystem includes routines supplied by the vendors of the development
tools used. Most of these routines are provided in libraries, which are collections of related object modules.
These libraries are not “run-time libraries” or separate executable units, such as the Request Agent, but
are statically linked with the executable programs (subsystems), and they contribute to the functions and
security policies documented for those subsystems. The libraries in themselves do not directly enforce any
specific security policy.
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5.4 Administration

Administration on the Assure EC 4.11 for Novell consists of both the management of workstation-local
resources and users and also the management of Novell NetWare 4.11 Server users and resources. These are
discussed below.

5.4.1 Administration Tools and Use of Commands

Administrators can group sections of their organizations where people share workstations into domains.
Workstations in a domain share certain configuration data. An administrator can, from a single work-
station, administer all workstations in a domain. All administrator controlled configuration information
for workstations is centrally maintained in a NetWare 4.11 server component’s Directory Information Base
(DIB). Administrative utilities on the workstation send messages to servers running NetWare Directory
Services (NDS). NDS facilities are used to maintain data stored in the DIB.

A domain is represented as a container within NDS. Within the container, there can be five types of NDS
objects: Assure Workstations, Assure Profiles, Assure Users, Assure Groups, and Audit Files. They are used
as follows:

Assure Workstation object describes aspects of a single Assure EC workstation.
Assure Profile object describes aspects of a collection of Assure EC workstations.
Assure User object describes aspects of a user of Assure EC workstations.
Assure Group object describes aspects of a group of Assure EC users.

Audit File object stores audit records from one or more Assure EC workstations identified by an Assure

Profile.

The Assure EC 4.11 for Novell administrator has a variety of tools available for use in managing Assure EC
4.11 for Novell domains and their shared configuration data. The two primary tools are ASAP and AUDIT.

ASAP is used for configuring workstation users, groups, and other configuration data. ASAP is described
in detail below.

AUDIT is used to process the audit data (stored by AUDITCON which downloads the Assure EC 4.11
for Novell audit data stored in the Audit File object on a Novell NetWare 4.11 Server) and perform
post-selection and reporting of audit records. AUDIT allows an administrator to review audit records
using any filter combination of workstation ID, user name, event type, start time or date, and end time
or date. Further detail is provided in Section 8.4, Audit, page 109.

DRWHOHAS is used to display user access rights to Assure EC 4.11 for Novell file and directory objects.

In addition to these tools there are other tools used for Novell NetWare 4.11 Server administration which
interact with the server component through the Assure EC 4.11 for Novell Trusted Computing Base (TCB)
interface. To use the tools, users must possess the appropriate NDS rights on the server to access the NDS
objects controlled by these tools. These tools include:
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AUDITCON is used to extract the audit data from each NDS Audit File object into a workstation-local
file.

CAPTURE is used to set printer and printing parameters for a workstation.

FILER is used to manage files and directories on a Novell NetWare 4.11 Server. FILER doesn’t affect
NetWare Directory Services (NDS) objects.

MAP is used to view drive mappings, create or change network or search drive mappings, and to map a
drive to a directory.

NETADMIN is used to manage NDS objects and their properties. Users can view, create, move, delete,
and assign rights to any object for which they hold the appropriate rights.

PARTMGR is used to manage partitions and their replicas. It allows the user to create and merge
partitions, add, delete and modify replicas.

PCONSOLE is used at a workstation to create, assign, modify, delete, and monitor print queues, print
servers, and printers.

PRINTCON is used to create or modify print job configurations, to specify a default printer, and other
options for users who use CAPTURE or PCONSOLE.

PRINTDETF is used to view, modify, import, or export print device definitions and to monitor, modify, or
create printer forms.

5.4.2 ASAP

Administration of the Assure EC 4.11 for Novell is performed using the Assure Security Administrator’s
Program (ASAP), a menu driven utility. To administer all the users of an Assure EC 4.11 for Novell or
collections of Assure EC 4.11 for Novells in a domain, ASAP modifies a database stored using NDS on a
server component. To use ASAP, the user must be logged on as an administrator which will allow access to
the ASAP executable file. The user must also be logged on with sufficient rights to a server component to
modify the relevant NDS objects stored on the server component. ASAP has the following pull-down menus
that display and allow the changing of entries.

ASAP issues NCP requests to a server component where the actual operations are performed.

5.4.2.1 Contalner

The Container menu allows the administrator to select the NDS container holding the properties for a
workstation domain to be modified. This sets the context for the remaining menus described below.

5.4.2.2 User

The User menu provides the following functions for the configuration of Assure user object properties:
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User Selection selects the user names defined in all of the NDS Assure user objects for the current con-
tainer. New users are added using this menu. When a new user name is entered, all of the settings are
taken from the NDS DEFAULT_USER object. The settings for DEFAULT_USER, as with any other
user, can be modified by the administrator. Users are also deleted using this menu. To ensure proper
attribution of subsequent audit data the administrator is cautioned in the Trusted Facility Manual
(TFM) to use unique user names within each container (i.e., set of workstations in a domain).

Group Membership selects the group names defined in the NDS Assure objects for the current container.
Users are added to and deleted from Groups using this function.

Logon Information modifies the fields from Assure Global User corresponding to the User’s Full Name,
Boot Image Path, Logon Script, Home Directory, and NetWare 4.11 Logon Name.

Password Controls modifies the fields from Assure Global User corresponding to User Authorization,
Logon Disabled, Logon Expiration Date, Minimum Password Length, Password Change Frequency,

Periodic Password Changes Required, Unique Password Required, and Authorized Logon times.

User Switches modifies the fields from Assure Global User corresponding to Foreign Usage Allowed, File
Clearing Required, and Executable File Protection.

Port Permissions alters the named I/O port sets assigned to selected user(s).

Access Controls modifies the user Access Control List (ACL) consisting of complete path names and
respective assigned rights.

Audit Controls modifies the audit classes of Security Violations, Read/Write, Open/Close, Scan, Network

Operations, and User Account which may be preselected for user auditing.

5.4.2.3 Group

The Group menu allows for the configuration of the Access Control List (ACL) associated with any defined
group. Similar to the User menu, there is an NDS DEFAULT_GROUP object which contains the default
ACL for any new group which is defined.

5.4.2.4 Workstation

The Workstation menu allows the administrator to change the security attributes associated with specific
Assure EC 4.11 for Novells defined within the current container. This menu provides the following functions.

Authorized User List the users allowed to use the selected workstations.
Profile the profile associated with the selected workstations.

Port Mapping the Port Name-to-Address Mapping for the selected workstation.
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5.4.2.5 Profile

The Profile menu establishes a set of parameters which can be associated with the workstations in a domain.
There are default settings for this menu stored in the NDS DEFAULT_PROFILE object. This menu provides
the following functions.

Logon Messages contains the texts of the Logon Message and Welcome Message for the selected profile.

Set Audit Upload contains the Audit Object Name and Audit Upload Frequency for the selected profile.
The Audit Object Name defines which NDS object on the server component will be used to store the
audit data generated by the MicroServer. The Audit Upload Frequency, which defaults to one minute,
defines how often the Assure EC 4.11 for Novell audit data local cache is transfered to the NDS object
on the server.

File Erasure Type affects the file overwrite technique (clear or purge) to be used for object reuse protec-
tion.

Foreign User Parameters displays the Foreign Users Allowed, Foreign Group Name, and Foreign Boot
Image Path attributes associated with the selected profile. The Foreign Boot Image Path defines which
boot image file will be used to boot the Platform for a foreign user.

Foreign Port Permissions modifies the I/O port names allowed for foreign users associated with the
selected profile.

Logout Processing selects the type of logout (e.g., power-off or hardware reset) required for the selected
profile. Only the power-off option is supported in the evaluated configuration.

5.5 Initialization

Because untrusted users have unlimited access to hardware on the Platform after boot, understanding the
initialization process is critical to the argument of TCB self-protection. The following section describes the
sequence of events from power-on to system boot to show that the control flow is such that system security
is maintained.

When power is applied to the workstation, both the MBIOS on the MicroServer and the PBIOS on the
Platform start executing their power-on self tests (POSTs). After these tests successfully complete, the
actions taken are different for the MBIOS and PBIOS.

Since the PBIOS knows nothing about the DPR or how to communicate with the MicroServer, the EBIOS
must be loaded. Fortunately, the standard PC BIOS provides a way to do this via expansion (sometimes
refered to as extension) BIOSs. After POST,” the PBIOS will start scanning memory addresses above
0xA000:0000 for expansion BIOSs. Upon finding one (recognized by a two-byte signature), it will transfer
control to it. Expansion BIOSs have an initialization routine that generally hooks the interrupt vectors it
wants to service, and then returns to the PBIOS so that it can continue its scan. The video BIOS on the
Platform will be invoked prior to the EBIOS because it lives at a lower memory address than the EBIOS

7Some texts define the scan for expansion BIOSs as being part of POST, so the end of the POST doesn’t actually occur until
all expansion BIOSs have been located, initialized, and contol returned to the PBIOS. In this section, POST is defined as ending
prior to the expansion BIOS scan, with the rest of the pre-boot processing being refered to as merely Platform initialization.
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does. This is necessary because the MicroServer will need to use the video services when the EBIOS is
invoked and running prior to Platform boot, as described below.

When the EBIOS is invoked by the PBIOS during this scan, it’s initialization routine maintains control until
it receives a Boot Authorization message. Prior to receiving and processing that message, however, the two
processors must first synchronize.

Since the two processors may complete their POSTs at different times, some way of synchronizing the two
CPUs is necessary. This is accomplished via a message in the DPR, since this is the only method that the
MicroServer and Platform have of communicating. When the MBIOS finishes its POST, it writes a message
in the DPR indicating that it is ready for synchronization. It does not write the signal byte in the DPR, as
the Platform may not be ready to receive interrupts.

When the EBIOS gets control, it hooks the interrupts it needs to hook and then starts looking for the
“ready” message in the DPR. Once it finds it, it writes both signal bytes. The two interrupts this causes
on the MicroServer’s processor lets the MicroServer know that the EBIOS has completed its initialization
and is able to access the DPR. Any keyboard input that occurs after the two processors are sychronized,
until the boot authorization message is received, is passed by the EBIOS via the DPR to the MicroServer.
Conversely, any output destined for the video display is passed by the MBIOS to the EBIOS for display on
the video subsystem attached to the Platform.

After the processors are synchronized, the MBIOS attempts to boot DOS by loading the DOS boot sector
from either the hard drive (attached to the MicroServer) or the floppy drive (attached to the Platform).
There is a hardware jumper on the MicroServer that, in combination with MicroServer CMOS settings,
indicates where the MicroServer is to boot from. The administrator is instructed to set the MicroServer to
boot from the hard drive for normal operations.

Once DOS is booted, the MicroServer attempts to log in to its default server (as specified in a file on
the MicroServer’s hard drive) over the network using the MicroServer’s user identity. Once logged in, it
downloads the information contained in NDS objects on the server to configure itself for operation. If it
cannot establish a network connection, it will use the temporarily stored version of this information located
on the MicroServer’s hard drive. Once this process is complete, the MicroServer is ready to log a user in
from the Platform.

The MicroServer displays the login prompt by passing the appropriate information across the DPR to the
EBIOS. The EBIOS will take the keystrokes in (the username) and pass those across the DPR to the MBIOS.
The password is obtained in the same manner. The MicroServer takes the user identification and password
and checks to see if the information is valid. If so, the MicroServer passes a Boot Authorization Message
containing information needed by the EBIOS to complete its initialization.

This information includes the entire 192 bytes of CMOS data, which is written by the EBIOS to CMOS. This
is necessary because the CMOS may have been over-written by a previous (untrusted) user. Since neither
the PBIOS nor EBIOS depends on the CMOS to this point in the boot process, it need not be overwritten
immediately upon power-on.

After the Boot Authorization Message has been processed by the EBIOS, it exits and returns control to the
PBIOS. The PBIOS completes its scan and then initiates a boot of either the administrator (NDOS) or
user-specified operating system. Note that the EBIOS hooked the interrupt that will be used to perform
this operation, so the correct operating system will be loaded.
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5.6 Shutdown

To shut down the Assure EC 4.11 for Novell, the user must either power-off the machine or press the reset
button before the next user can log into the workstation. For the IBM 700 series system used in this
evaluation, there is no reset button, the user must power-off the machine. An MLOGOUT command should
be given first. This generates a logout message that is sent to the MicroServer. When the MLOGOUT
command is not used, and the user powers-off the machine, MicroServer file system corruption of user files
could result.

MLOGOUT causes the following to occur:

1. The Request Agent detects a logout request from a user, removes itself from the File Processing state
and enters the Logout Processing state. In this state the Request Agent performs all logout operations
necessary to wrap up the user’s session by: closing any open user files, telling ARM to stop audit
uploading, flushing all file buffers, and stopping the packet filter subsystem.

2. The MicroServer sends a reboot message with the power-off option to the Platform.

3. The MicroServer sends a hang message to the Platform which drives the Platform EBIOS into a tight
loop preventing further processing on the Platform until the power-off switch is pressed, ensuring that
the Platform is initialized before the next login. The MicroServer turns off interrupts and halts. The
EBIOS will continue in a loop attempting to synchronize with the MBIOS.
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Chapter 6

Network Protocols

There are several protocols implemented in the evaluated configuration, as discussed in Section 3.2.3, Network
Interfaces, page 18. This chapter will discuss each protocol in detail. The non-NCP protocols are first
discussed: IPX, SPX, IPX and SPX diagnostics, RIP, SAP, SMSP, and PSSCP. The NCP requests are then

discussed, grouping the different requests to facilitate discussion.

6.1 Low-Level Network Communication Protocols

The protocol suite for Assure EC 4.11 for Novell contains several distinct protocols, at all levels of the OSI
reference model. Not all protocols supported by NetWare are included in the evaluated configuration; only
the ones in the Assure EC 4.11 for Novell are discussed below. This section discusses the non-NCP protocols
supported in Assure EC 4.11 for Novell, beginning at the lowest levels (physical layer) and extending to the
applications layer.

6.1.1 Physical and Data Link Protocols

At the lowest protocol layers, Ethernet is the only physical/data link layer option supported in the Assure
EC 4.11 for Novell. The actual physical media (thinnet, thicknet, UTP) is unimportant with respect to
security, as long as it is physically protected. IEEE 802.2 is the framing type supported by the Assure EC
4.11 for Novell.

An Ethernet frame contains a hardware synchronization header, six bytes identifying a destination address,
six bytes identifying the source address, and a frame type identifier. Ethernet may support other fields,
such as length, which are not relevant to security. The NIC in the Assure EC 4.11 for Novell will only
recognize incoming Ethernet frames that have a frame type identifier of “NetWare” (i.e., IPX); Ethernet
frames containing other values in the frame type field will be rejected by the driver.

6.1.2 Internetwork Protocol Layer

The OSI model network layer corresponds to Novell’s Internet Packet Exchange (IPX) layer. IPX was derived
using the Internet Datagram Protocol (IDP) of Xerox Network Systems (XNS). IPX is a connectionless
datagram protocol, and thus there is no guarantee or verification of successful delivery.

The IPX header is 30 bytes long, comprised of the following fields:

e A 2-byte checksum, by default not used and set to OxFFFF.
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e A 2-byte packet length, indicating the length of the IPX packet.

e A 1-byte transport control field, used in counting the number of routers a packet has traversed. If this
value exceeds a certain number (usually 16), a router will reject the packet.

e A 1-byte packet type, indicating the type of information in the data portion of the IPX packet. The
packet types in the evaluated configuration identify RIP, SAP, SPX, and NCP packets.

A 12-byte destination IPX address; the format of which is discussed below.

A 12-byte source IPX address; the format of which is discussed below.

An IPX address is divided into three parts: a 4-byte network address, a 6-byte node address, and a 2-byte
socket address. The network address identifies a network segment; different network segments must be
connected by bridges or routers. Network segments in an internetwork must have unique network segment
numbers. The node address indicates the address of the node on the network, and corresponds exactly to the
Medium Access Control (MAC)-layer address (in the Assure EC 4.11 for Novell, this is the Ethernet address
of the Network Interface Card (NIC) sending or receiving the packet). It is zero-padded if the MAC-layer
address is less than 6 bytes. The socket address identifies the “process” on the node to which the packet will
be passed.

6.1.3 Sequenced Packet Exchange Protocol

The NetWare Sequenced Packet Exchange (SPX) protocol provides reliable sequencing and error-free (ac-
knowledged) transfer of packets for applications at higher level protocols that require a connection-oriented
packet stream. This is the lowest layer of the protocol stack that provides end-to-end acknowledgment. SPX
is layered on top of IPX. SPX II is backward-compatible with SPX, adding support for larger packet sizes,
better support for applications programming interfaces, and several other performance-related issues. The
SPX II protocol has a 12-byte header as follows (the only difference between a SPX IT header and the SPX
header is a 2-byte negotiation field, described below):

e A 1-byte connection control, containing bit flags for use by the protocol processing software in activities
such as negotiating packet size, indicating a desire to acknowledge packets, etc.

e A 1-byte data stream type, which is a flag that indicates the type of data in the SPX packet. The
meaning of the field depends on whether the connection is an SPX or SPX II connection. For SPX the
two defined types are end of connection notification and end of connection acknowledge. For SPX II,
there are three defined types: orderly release request, informed disconnect notification, and informed
disconnect acknowledge. Client software (i.e., software implementing protocols on top of SPX and
SPX II) can define their own data stream types in both protocols (a range of type numbers is reserved
for this purpose).

e A 2-byte source connection 1D, which is used to uniquely identify an SPX connection for packet routing.
e A 2-byte destination connection ID, serving much the same purpose as described above.

e A 1-byte sequence number, used to implement SPX flow-control and windowing functions in sending
and receiving packets.
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e A 1-byte acknowledgment number, used to indicate the sequence number of the next packet expected
by the receiver.

e A 1-byte allocation number, used in helping to control the windowing of packets sent. It essentially lets
a sender know how many unacknowledged packets they can have outstanding before they stop sending.

e A 2-byte negotiation size, found only in SPX II packets (it is not present, however, in an initial SPX
request to establish an SPX connect, because at that point the sender doesn’t know if the receiver is
capable of processing SPX IT packets or not). This field is used by each side of an SPX II connection
to negotiate the maximum size packet that they can communicate with.

Because of the backward-compatible nature of SPX II, the connection negotiation phase makes it possible
for SPX II-implementing and SPX-implementing software to establish a connection. SPX/SPX II serves as
the transport layer for the SPX diagnostic, SMS, and PSSCP protocols.

6.1.4 IPX/SPX diagnostics protocols

Information pertaining to IPX- and SPX-related operational characteristics are available using IPX and
SPX diagnostics requests. IPX diagnostic requests are used to determine the configuration of the network
(identity of network components, IPX addresses of those components) and to obtain the socket number to
use in obtaining SPX diagnostics. The request essentially consists of an IPX packet, with the socket number
specified as the IPX diagnostics socket number. The response packet (from each component receiving the
request packet) indicates the diagnostics socket to use and information on the components at that node,
including component identification and (if applicable) other information, such as network and node addresses
of network boards on that node.

More detailed information about a given component can be obtained using SPX diagnostics. This type of
information includes statistical (performance) data, error counts, and other component-related information.
The general model for this protocol is request/response, although some requests generate no response. The
SPX diagnostic request immediately follows the SPX header (after connection establishment), and indicates
the component to query (this component is one of the components returned in the IPX diagnostics request
that was used to get the SPX diagnostics socket address). The types of components that can be queried
using SPX diagnostics are the IPX/SPX driver, the LAN driver, various client-only drivers (shell, shell
driver, VAP shell driver), and bridge components. The replies are also contained in SPX packets on the
established connection, and the format varies with the content of the diagnostic being requested.

Although almost all of the diagnostic requests are queries for information that is not security relevant, there
are two requests which are “active.” The first request identifies a LAN board on a node, and requests that the
LAN board be reset. A 10-byte “authorization code” is required for this request to succeed; this code is part
of the request packet. The second request is to a router to re-initialize its routing table; after initialization,
the routing table will be re-built via RIP requests/responses. This request also requires an authorization
code.
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6.1.5 Routing Information Protocol

NetWare’s Routing Information Protocol (RIP)! is used by routers on Novell IPX/SPX networks to build
and maintain a configuration of the entire network. This configuration is stored in a routing table, and is
used in routing packets from one network segment to another.

A RIP packet is encapsulated within the data area of an IPX packet, and has the following format:

e A two-byte operation field, indicating whether the packet contains a RIP request or a RIP response.

e Up to 50 eight-byte network entries. Each network entry consists of a four-byte network number (that
is, the first part of a complete IPX address), a two-byte value indicating the number of hops that
network is from the router, and a two-byte value indicating the number of “ticks” (each tick is about
1/18th of a second) away the network is.

6.1.6 Service Advertising Protocol

The Service Advertising Protocol (SAP) is used to advertise the availability of a particular service (e.g., file
services, print services) and its network address to clients on a NetWare 4.11 network. With the introduction
of NetWare Directory Services (NDS) in version 4.0 of NetWare, information about services available on the
network is primarily obtained via requests to NDS, and not via SAP. SAP is still used, however, to get the
location of the nearest NDS server, and hence is still included in the evaluated configuration.

Like a RIP packet, a SAP packet is encapsulated in the data area of an IPX packet and has the following
format:
e A two-byte operation field, indicating whether the packet contains a SAP request, a SAP response, a
Get Nearest Server request, or a Get Nearest Server response.
e Up to 7 sixty-four-byte “server” entries, described below.
Services are provided by “servers” on the network, and so SAP reports information in terms of servers. For
instance, a file server is responsible for providing file services to other components on the network; likewise,

a print server is responsible for providing printing services. Each server entry in the SAP packet has the
following format:

e A two-byte service type. The types of services allowed in the evaluated configuration are print queue
server, file server, print server, and archive server.

e A 48-byte server name, indicating an identifier for the server providing that particular service.

e The 12-byte IPX address of the node on which the server runs.

e A two-byte value indicating the number of hops to the server.

11t should be noted that this protocol is not the same protocol as used on the Internet (RFC-1058), but rather is specific to
NetWare IPX/SPX networks.
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6.1.7 Storage Management Services Protocol

Storage Management Services Protocol (SMSP) is used for communications between two Storage Manage-
ment Data Requestors (SMDRs) to allow a backup program (SBACKUP is the only backup “engine” allowed
in the evaluated configuration) running on one server to back up data on another server. This protocol is
carried on an SPX connection. A protocol packet includes a one-byte number indicating the request or data
in the packet, and other information needed based on the type of request.

6.1.8 Print Server Status and Control Protocol

Print Server Status and Control Protocol (PSSCP) is used to communicate with the print server to perform
various status and control functions. The protocol itself is a request-reply protocol, and is carried on an
SPX connection. A protocol request includes a one-byte function number of the desired action, and other
information needed for the print server to perform that action. The format of the reply is dependent on the
function.

6.2 NetWare Core Protocol

The NetWare Core Protocol consists of approximately 500 interfaces that are also referred to as NCP requests.
Each interface is identified by a unique number. A name is also associated with each interface but this is only
a convenience for identifying the task that the interface performs. Otherwise, the name has no significance.

A client builds a message containing the required procedure parameters and sends it to a NetWare server.
The server executes the indicated procedure and delivers the results back to the client. Each NCP request
from a client elicits exactly one NCP response.

NCP is layered directly on top of IPX. In addition to the IPX header structure that was previously described,
the NCP packet header also contains the fields described below.

NCP request type: This is the first one-word field of the unique NCP number. Most of the approximately
500 NCP requests are of type Service Request. Other types of requests are Service Response, Create
a Service Connection, Destroy a Service Connection, and Previous Request Still Being Processed.

One byte sequence number: In a request to create a connection, this field is set to zero. All subsequent
requests increment the field by one. The sequence number wraps around on every 256th request made
by the client.

This sequence number is used to prevent a server from servicing duplicate request packets. Also, if the
sequence number in the incoming packet does not match the expected sequence number, the server
discards the packet.

Low-order byte of the 16 bit connection number: This value was assigned by the server when first
contacted by a client.

Task number: This value identifies which workstation task is making the request. The server tracks which
tasks are opening files, locking data, etc., so that the server can automatically deallocate those resources
when the client’s task ceases execution.
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High-order byte of the 16 bit connection number: This value was assigned by the server when first
contacted by a client.

Following this NCP packet header are the remaining procedure parameters including the rest of the unique
NCP number as well as service-specific parameters. The NCP number identifies the requested service and
also identifies the specific NCP function that must be performed.

The NCP requests are organized into several types of services or logical subsystems which are described
below.

Accounting: These NCP requests permit servers to charge clients for their services.

Audit: The Audit NCP requests allow designated individuals to configure auditing functions, including the
review of audit trails.

Bindery Emulation: Beginning with NetWare 4.0, the Bindery was replaced by NetWare Directory Ser-
vices. Hence, Bindery Emulation provides backward compatibility to NetWare 3.x file servers. These
are mainly to support third party applications that rely on the Bindery capability.

Connection: The Connection NCP requests allow a client and server to create, maintain, and destroy a
service connection.

Data Migration: Data Migration is the process of moving data from NetWare volumes to other on-line
media such as disk, tape, or CD-ROM. Data Migration is not part of the evaluated configuration.
Therefore, these NCP requests have no function and will return an error code in the evaluated config-
uration.

Extended Attributes: The Extended Attribute NCP requests enable server developers to associate data
with a file or directory on a server. These data can be any information that a server wants to attach
to a file or directory. Typically, an extended attribute is used to define attributes for a file system
object that extends the DOS file system definition. For example, some NetWare attributes such as
“Transaction Tracking Enabled” (defined below) are stored as extended attributes.

File Server Environment: The File Server Environment services provide an interface to control and
gather statistics about various server operations.

There are two categories of functions within this service group: File Server Control functions and File
Server Statistical Information functions.

The File Server Control functions include granting server login access to users, setting the server date
and time, broadcasting messages and downing the server.

The information returned by the File Server Statistical Information functions includes the number of
active connections for a server; LAN and Link Support Layer (LSL) information; cache, CPU, NLM,
and user information; and information on other known networks and servers.

File System: The File System NCP requests provide an interface to perform Trusted NetWare specific
file system operations such as manipulating file attributes, salvaging erased files, creating, renaming
and deleting directories, modifying a directory’s rights mask, adding and deleting directory trustees,
allocating and de-allocating directory handles, etc.
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Messaging: The Messaging NCP requests enable applications to broadcast messages to specified target
connections (workstations). The sending and receiving workstations must be logged in and attached
to the same file server.

NCP Extension: Certain server capabilities can be registered as an NCP Extension. They are intended to
provide ease of use of new services within an existing server. The service-providing side runs on a server
and registers its service as an NCP Extension. The client side uses the service by calling the NCP
Extension. There are two groups of NCP Extension requests: those that provide the actual service
and those that provide information. Of the NCP requests that provide information, some will always
return an error while the others return public information such as the maximum size of a packet or the
number of NCP Extensions that are currently registered (which will always be zero in the evaluated
configuration).

NetWare Directory Services: The NetWare Directory Services NCP requests allow users to access and
modify the network-wide Directory Information Base (DIB).

Queue and Print: These NCP requests provide an interface to add job capabilities to existing services.
The NCP requests take advantage of NetWare 4.11’s centralized storage and queueing mechanism.
These NCP requests are used for printing only.

Remote Procedure Call: The Remote Procedure Call (RPC) NCP requests allow a server administrator
to remotely perform certain configuration tasks that would normally be done at a system console.
These include loading and unloading services, mounting and dismounting disk volumes, and setting
server parameters.

Statistics: The Statistics NCP requests return information about the file server, including the number of
active connections for a server, LAN information, and cache and user information.

Synchronization: The Synchronization NCP requests provide an interface to control data access in a multi-
user environment. These NCP requests support file locking, physical record locking, and logical record
locking.

Time Synchronization: The Time Synchronization NCP requests are used by servers to synchronize their
clocks. They are intended for inter-server communication but clients can also issue them. They allow
clients and servers to read any server’s clock; however, they do not change the time on any clock.

Transaction Tracking: Transaction Tracking Services allow NetWare file servers to track transactions to
ensure file integrity by backing out or erasing interrupted or partially completed transactions.
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Chapter 7

Protected Resources

In this chapter the user attributes and roles are described, subjects and objects of the Assure EC 4.11 for
Novell are defined, and other protected resources are described.

7.1 Users

Security-related user attributes and user roles are identified in this section.

7.1.1 User Attributes

Users have security attributes that govern the set of workstation facilities they may employ. This section
describes security-related attributes. The following subsections identify the main attributes; for other user
security-related and miscellaneous attributes refer to Section 3.3, TCB Databases, page 19.

7.1.1.1 Identity

A workstation user is identified by a human-readable workstation user name, which is assigned by an ad-
ministrator in the Assure User object in the NetWare NDS DIB. This name is used to perform I&A on the
workstation, to make DAC decisions by the MicroServer, and for tracking user identity in Audit records. User
names are restricted to a string of 64 characters. User names are applicable to ordinary and administrative
users.

7.1.1.2 Groups

An administrative or ordinary user may also be a member of zero, one or more groups. A group defines a
list of DOS paths for which the members of the group are explicitly granted or denied access. Groups are
used to make group-level DAC decisions on the workstation. The default group is “EVERYONE” | meaning
the user belongs to the group “EVERYONE”.

7.1.1.3 Authentication

Associated with each workstation user name is a DES-encrypted password contained in the Assure User
object (see Section 3.3.1.3, Assure Global User, page 22). In addition each user has attributes such as
minimum password length, password change frequency, etc. The TFM recommends a minimum password
length of eight characters.
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7.1.1.4 DAC Rights

Also associated with each workstation user are access rights to the resources protected by the MicroServer.
These resources consist of named (see Section 8.2.1.1, File System Objects, page 100) and other objects (see
Section 8.2.2, Other Protected Resources, page 105) and include files, directories and I/O devices.

Unlike other operating system designs, where the DAC access rights are attributes of the actual objects, in
the Assure EC 4.11 for Novell the access rights are decoupled from the objects and are instantiated as user
attributes.

7.1.1.4.1 Files and Directories The security attributes for file objects for authorized users (i.e., those
users contained in a workstation’s authorized users list) are contained in entries in the User Access Control
List field in the Assure Global User database, and entries in the Group Access Control List field in the Assure
Global Group database. These database entries are made up of triplets containing the Novell DOS (NDOS)
pathname of a specific file, the current security access settings, and an optional DES encryption key.

The security access rights settings in the ACL triplets for file objects are presented in Table 7.1, page 88.

| Access Right | Effect |

Read The file may be read by the user.

Write The file may be written by the user.

Scan The name of the file is visible to the user (i.e., will be displayed by a dir command).

Modify The file may be renamed by the user. When renaming a file there must be a
corresponding ACL triplet for the new filename for the user to have any access.

Delete The file may be deleted by the user. The ACL triplet remains after the deletion.
If a new file is created with the same name, it will inherit the ACL triplet with its
access settings.

Create The file may be created if it does not already exist.

Table 7.1. File Access Rights

Within the Assure EC 4.11 for Novell there is no concept of file ownership, so there are no ownership
attributes.

The security attributes of directory objects correspond to those of a file. An exception is the Create access
setting which, for a directory, means that the user can create the directory or create files and subdirectories
in the directory. These new files and subdirectories would then need to be represented by other entries in

the ACL.

Also, the Read and Write attributes are not used for directories.

7.1.1.4.2 I/0 Devices As was the case for file system objects, device security attributes are actually
attributes of Assure EC 4.11 for Novell users. These attributes consist of the logical names for those I/O Ports
for which a user has access permission. The logical name to port address mapping information is contained
in the Assure Global Workstation database. This mapping is used, together with the user attributes, to
initialize the FPP hardware.
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7.1.2 User Roles

A user is a person who has been identified to the workstation by an administrator and authorized to use
the system facilities, or who is identified by the administrator and authorized to use the system for the
purpose of installation-related activities. There are three types of users defined for the workstation. These
are ordinary users, administrative users, and installation users.

7.1.2.1 Ordinary Users

An ordinary user is a user who can make use of all standard non-administrative facilities of the workstation.
These users can run applications on the workstation’s Platform. These users have rights to those objects
explicitly granted to them by the administrator.

Users are explicitly identified by the User Authorization flag (see Section 3.3.1.3, Assure Global User,
page 22). The distinguished NetWare NDS user name of this user is specified in the user’s Assure Global
User database. The TFM advises that an ordinary user on the workstation should not have an administrative
role on the server during a workstation session.

7.1.2.2 Administrative User

An administrative useris a user who is trusted, and is responsible for the administration of the workstation.
An administrative user has rights to those objects explicitly granted to this user, and the user’s actions
are auditable. An administrative user is controlled by DAC permissions. This user has access to tools to
configure and administer the workstation (e.g., ASAP, AUDITCON).

The User Authorization flag in the Assure Global User database indicates the type of user. The distinguished
NetWare NDS user name is specified in the user’s Assure Global User database. The TFM advises that if
the administrative user logs in to the NetWare server, then the user should have an administrator role on
the server.

7.1.2.3 Installation User

An nstallation user is responsible for installing the Assure EC 4.11 for Novell, and repairing catastrophic
failures (e.g., workstation hard disk failure). An installation user runs software directly on the MicroServer.
This user is not subject to I&A and DAC. This user’s network activities are not restricted. This user can
only access the MicroServer by setting a jumper on the MicroServer Card (i.e., by physically altering the
workstation TCB). This user boots the MicroServer by using a floppy diskette.

7.2 Subjects

For the workstation, there is one subject that communicates with and is controlled by the MicroServer.
This subject 1s created immediately after login when a user session is established on the Platform by the
MicroServer. This subject consists of the Platform software. The user session ceases when the user logs out
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(i.e., the workstation is power cycled or hardware reset, see Logout Processing flag in Section 3.3.1.1, Assure
Global Profile, page 21). There is at most one session on the workstation.

When the user is successfully logged in to a workstation as an administrative user, the Platform subject
that is established by the MicroServer is a trusted Platform subject. The Trusted Facility Manual (TFM)
advises that the administrative user should use only the list of trusted programs for the duration of the
administrative user session (Section 5.4.1, Administration Tools and Use of Commands, page 72). During
an administrative user session Novell DOS is booted on the Platform. The MicroServer passes the boot path
name to the Platform (see the Boot Path field in Section 3.3.1.3, Assure Global User, page 22).

7.3 Objects

The Assure EC 4.11 for Novell supports a number of different types of objects including named objects and
storage objects. Named objects are those whose intended use is the sharing of information between subjects
and for which a Discretionary Access Control Policy is in effect. These objects consist of the NDOS file
system objects including data files and directories and these are discussed in this section.

The storage objects consist of the mechanisms and features of NDOS that support read and write access
but that are not intended for the sharing of information between subjects and for which there is no DAC
policy enforcement. The contents of these objects are transient and they are subject to Object Reuse policy
requirements to prevent the transmission of information from one subject to another.

Additional types of data resources exist that under other circumstances might be considered named objects.
These consist of the I/O ports supported under NDOS. They are considered to be other protected resources
and have their own special DAC Policy that is unrelated to the DAC policy for named objects. These
resources are discussed in Section 7.4, Other Protected Resources, page 91.

The determination of object types was accomplished through examinations of design documentation and an
informal object study. The architecture of NDOS was considered as were the security policy enforcement
enhancements added to the Assure EC 4.11 for Novell.

7.3.1 File System Objects

This section describes all types of file system objects on the Assure EC 4.11 for Novell. These objects consist
of the files and directories that are visible from the Platform and are the ones for which the TCB running
on the MicroServer is responsible for access mediation. File system objects visible only on the MicroServer
(e.g., directly accessing the NDOS file system, conducting raw references to the hard drive, etc.) are not
considered to be named objects in this architecture. They are TCB internal data structures.

7.3.1.1 File Object Security Attributes

File objects on the Assure EC 4.11 for Novell exist as conventional NDOS files managed within the Mi-
croServer environment. As is the case for other DOS systems, there are no security attributes (other than
the regular DOS file attribute settings) bound with the files. The security attributes added to allow the
Assure EC 4.11 for Novell to satisfy the C2 evaluation requirements are stored in separate data structures
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| Attribute | Effect |

Hidden If set, the filename is not shown by some applications (e.g., the DIR com-
mand) and cannot be deleted.

Archive If set, the file has been changed since it was last archived (i.e., backed up).
This attribute is set whenever a file is modified, and is typically cleared by
backup utilities.

Read-Only If set, the file can be read but not written. If clear the file is read/write.
Files with this attribute set cannot be deleted.

System If set, the file is a system file, and its name is not shown by some applica-
tions. Files with this attribute set cannot be deleted.

Table 7.2. DOS Attributes

that are decoupled from the objects to which they are assigned. These structures are user attributes and
are initialized at login time. They remain constant during any user’s session (see Section 5.1.2, Session
Management, page 46 and Section 3.3, TCB Databases, page 19) and can be changed only by an administra-
tive user during an administrative session. A description of these attributes was presented in Section 7.1.1.4,

DAC Rights, page 88.

7.3.1.2 Directory Object Security Attributes

As is the case for file objects, directory objects exist as ordinary NDOS directories managed by the Mi-
croServer. Just like files, there are no security attributes directly associated with these objects. The security
attributes for directories are user attributes and were also discussed in Section 7.1.1.4, DAC Rights, page 88.

7.3.1.3 DOS File Attributes

In addition to the security attributes implemented on the MicroServer, the regular DOS attributes exist.
They are used but only serve to further restrict access to NDOS files by subjects. They are clear when a file
or directory is created and must be explicitly set via NDOS command. They are checked by NDOS only after
the all other files access checks have been completed by the MicroServer. These attributes are presented in

Table 7.2, page 91.

These attributes are stored as part of a file’s directory entry in the DOS file system.

7.4 Other Protected Resources

The other class of protected resources for which access is mediated by the TCB is Input/Output Ports.
As was mentioned before these ports correspond to physical addresses in the I/O address space that the
CPU can access. The Platform supports 65536 port addresses although addresses for only 1024 are decoded
and passed to the addressing logic. These 1024 addresses constitute the entire I/O port resource space
supported. Subject access to I/O Ports is mediated by the MicroServer via the Flexible Port Protection
(FPP) mechanism presented in Section 4.3.3, Flexible Port Protection, page 38.
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At system initialization a correlation is made between the list of (logically) named devices for which a
subject is granted access (refer to the Port Rights field in Section 3.3.1.3, Assure Global User, page 22)
and the list containing the mapping of (logically) named devices to I/O port addresses (refer to the Port
Name-to-Address Mapping field in Section 3.3.1.2, Assure Global Workstation, page 22). For any device
where a match exists the FPP hardware is initialized to permit user access. Subsequently, the user will be
allowed to conduct 1/O operations to these port addresses.

Removeable media (such as floppy diskettes) do not have any security attributes in and of themselves. Their
attributes are associated with the I/O Port that corresponds to the floppy diskette drive.

As was the case for file system objects, device security attributes are actually attributes of Assure EC 4.11
for Novell subjects. These were discussed in Section 7.1.1.4.2, I/O Devices, page 88.
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TCB Protection Mechanisms

This chapter describes how the Assure EC 4.11 for Novell TCB controls access to the resources described
in the previous chapter. The various features that are used to protect the resources from unauthorized
access by the subjects on the system are discussed. The features to be described include Identification and
Authentication, Discretionary Access Control (DAC), Object Reuse and Audit.

Also presented is a discussion of those mechanisms that are used on the Assure EC 4.11 for Novell but are ac-
tually policy enforcement mechanisms for a NetWare 4.11 Server (e.g., the running of NetWare administrative
utilities on the Assure EC 4.11 for Novell).

8.1 Identification and Authentication

In this section, the workstation Identification and Authentication (I&A) policy and enforcement mechanisms
are described.

A workstation user name is the identity of the user which is entered during workstation login. A NetWare user
name is the optional NetWare identity of the user which is used to perform a NetWare NetWare Directory
Services (NDS) login. NetWare user names, and Assure EC 4.11 for Novell user names (see Section 3.3.1.3,
Assure Global User, page 22) are represented as objects in the NetWare NDS DIB.

8.1.1 I&A Policy

The Assure EC 4.11 for Novell I&A policy is based on a workstation user name and password. I&A is
performed for ordinary, and administrative users. During login the user is required to enter a workstation user
name and password. The MicroServer identifies the user based on the user name entered, and authenticates
the user based on a password. If the user cannot be positively identified by the MicroServer based on data in
the 1& A database, then the & A fails, and the user is required to re-enter their user name and password. The
user can attempt multiple login retries. However, between three consecutive unsuccessful login tries there is
10 second delay. If the user is positively identified by the MicroServer, the password is DES-encrypted by
the TCB with the master key (known to the MicroServer) and compared with the user’s password stored
in the workstation’s user database. If the passwords are equal for the user name, then Assure EC 4.11 for
Novell 1&A is complete, and a session is established for the user.

8.1.2 Enforcement Mechanisms

During 1&A, the workstation is in terminal emulation mode and the MicroServer software is initialized.
Initialization for the Platform is completed after workstation I&A is completed.
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8.1.2.1 User I&A-Related Data Management

The Assure EC 4.11 for Novell allows interactive login by a single user at a time only. A user has two
identities, namely, a workstation user identity consisting of a workstation user name and password, and
an optional NetWare identity consisting of a NetWare user name and password. The NetWare identity is
utilized by the MicroServer during NetWare NDS login by the user. In order for a user to gain access to both
workstation and NetWare server components, the user is required to provide three items during workstation
login: workstation user name and password, and NetWare server password. If the NetWare password is the
same as the workstation password, then when the user is asked for a Net Ware password entry, they need only
enter carriage return on the keyboard to indicate that the NetWare password is the same as the workstation
password.

A property of an Assure User object specifies the type of workstation user (i.e., ordinary or administrative)
that a user will become once login is complete (refer to “User Authorization” list in Section 3.3.1.3, Assure
Global User, page 22). Only authorized users are allowed to login to a workstation.

The NetWare user names are the NetWare user object names (specified in the NDS DIB). The NetWare user
name is represented as a property in the Assure Global User object (for information on other I&A-related
database items such as minimum password length, password change frequency, etc. refer to the databases
Section 3.3.1, NDS Databases, page 19).

The workstation’s I&A-related database on the workstation is downloaded from NetWare each time the
workstation is power cycled.

8.1.2.2 Mechanism for Workstation I&A

The login process is started by the MicroServer (i.e., the Request Agent) after the MicroServer is initialized,
but before the Platform initialization is completed and the user session is established (see Section 5.5,
Initialization, page 75). During the login process, after the user has supplied a password, the ARM
DES-encrypts the password and compares it with the password stored on the MicroServer. The encryp-
tion key used is the workstation master key.

8.1.2.3 Mechanism for Workstation Password Change

The user password can be changed during login. When the user name is entered the user may also request a
change in current password. The user enters the new password twice after the current password is entered.
The new password is DES-encrypted with the workstation master key. The encrypted password is stored
in the Assure User object in the NDS DIB on the NetWare server, and also on the workstation’s global
database replacing the current password of the user. The user will be positively informed if the requested
password 1s changed.

If the password is changed for the user during this login, then for the next login of this user on this workstation,
if the NetWare server is not available, the user can login to this workstation with the new password. However,
if the user tries to log in from another workstation, and the NetWare server is not available, then the user
can only login with the old password.
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Administrative users can also change a user’s workstation password during an administrative user session by
using the ASAP utility (see Section 5.4.2, ASAP, page 73). In this case the new password is changed only
in the Assure User object in the NDS DIB and not on any workstation until the workstation down loads the
new 1&A database.

8.1.3 NetWare 1&A Support Policy

On the Assure EC 4.11 for Novell, NetWare I&A support is provided by the MicroServer. NetWare NDS
identification and authentication is based on a NetWare user name and password. However, on the Assure EC
4.11 for Novell the workstation user is only required to provide the NetWare login password. The NetWare
user name is determined by the MicroServer based on the workstation user name and a look up in the 1&A
database. During workstation login, the user enters their NetWare password. However, the user is not logged
into NDS at this time. Only after the workstation session is established and the user has explicitly initiated
an NDS login will login to a Novell NetWare 4.11 Server be complete. However, during workstation login
the user’s NetWare password is validated, and if not valid, the user is required to re-enter the password.

Although the Platform, in general an untrusted subject, initiates all the login steps, the TCB provides the
NDS 1&A data. The workstation TCB ensures that the password is not disclosed to the Platform software.

8.1.3.1 Mechanism for Login to a NetWare Server

The user on the Platform initiates the NetWare Server login, after satisfactory workstation login, by invoking
the NetWare LOGIN utility. IPX packets are exchanged between a NetWare Server and the Platform to
perform the NetWare Server 1&A for the Platform user. The Packet Filter on the MicroServer monitors
incoming and outgoing IPX packets and modifies the NCP messages contained in the IPX packets.

Although the LOGIN utility, in general, requests a NetWare user name and password, the user is not
prompted for the password, because the LOGIN utility first tries to login with a blank password. When this
happens, the Packet Filter replaces the user-supplied user name and password with the user name obtained
from the Assure User Object database and the NetWare password that was entered by the user during the
workstation login. This password was already verified by the Request Agent during the workstation login
(refer to “NetWare Login Data Processing” in Section 5.2.8, Request Agent, page 66). The Packet Filter
performs authentication emulation and substitutes the real authentication data in the network bound packet
from the Platform, and substitutes fake authentication response data for Platform bound packets from the
network.

Login is between the Platform and the Novell NetWare 4.11 Server that holds the archive of the user’s NDS
data (i.e., the primary server).

Logging in to NetWare utilizes RSA public/private key encryption. NetWare has the knowledge of the
user’s RSA public/private key pair, and the NetWare server that performs the login also knows its RSA
public/private key pair. Initially the MicroServer has the following items concerning the user:

1. The user’s fully-qualified NetWare server user name.

2. The user’s clear text password obtained during the workstation login process.
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Initially, the NetWare server has in its NDS DIB the following items concerning the user:

1. The user’s NetWare user name.
2. A pseudo-random salt value for the user. This is used to blunt a dictionary attack during login.

A hash “HSP” computed on the user’s password and salt.

-

The user’s RSA public key.

5. An encrypted value of the user’s RSA private key. The encryption is with the hash HSP used as a key,
and the encryption method is RC2.

In addition to the above each NetWare server knows its own RSA public/private key pair.

It should be noted that although encryption is used during server I&A (i.e., a RSA public/private key pair
is used for each user of the server and for the server itself), cryptography plays no role in enforcing the
server [1&A security policy. If we assume that the network is physically protected - a required assumption
for this evaluation, then even if we make the public/private key pairs of all the users and the server the
same public/private key pair and publish these key pairs, the server I&A implementation meets the T&A
requirements. The reason why the 1&A requirements are considered met is because the network is physically
protected, and therefore, network wiretapping is assumed to be not possible. However, it is not recommended
that all public private key pairs be made the same.

8.1.3.1.1 Platform and MicroServer Interaction During Login The following sequence of steps are
performed by the workstation in order to have the workstation user successfully authenticate to the primary
NetWare server. In order to distinguish the actions of the Platform (in general the untrusted subject), the
MicroServer, the primary NetWare server of the user, and any NetWare server, the first item of each step
below is denoted as either Platform, or MicroServer, or primary server, or server. On the MicroServer the
actions are performed by the Packet Filter software.

1. Platform: Sends Resolve Name NCP with the NetWare user name to a NetWare server in order to
obtain the user entry identifier (ID), and the primary NetWare server address from NetWare.

2. MicroServer: Substitutes the NetWare user name obtained from the Assure Global User record in the
NCP packet, and forwards the packet to the network after verifying the source and destination TPX
addresses.

3. Server: Responds with the primary server IPX address, and the user entry ID.

4. MicroServer: Saves the primary server IPX address and user entry ID. Passes the received IPX packet
to the Platform.

5. Platform: Sends Begin LOGIN NCP to the identified primary server with the user entry ID.
6. MicroServer: Passes the Begin LOGIN NCP to the primary server after validating the user entry 1D.
7. Primary server: Sends a random number (salt) and a challenge R to the workstation.

8. MicroServer: Saves the salt and challenge R. Forwards the salt and a fake challenge R to the Platform.
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9. Platform: Requests from the primary server the server’s name, entry ID, and RSA public key.

10. MicroServer: Saves the primary server’s RSA public key under the primary server’s IPX address and
entry ID, and passes the requested data to the Platform.

11. Platform: Calculates the (fake) HSP from salt and password, the hash Y from HSP and R, and chooses
random number R1, and a random string XORdata. Encrypts R1, XORdata and Y with the server’s
public key, and send this to the primary server as a part of Finish Login NCP.

12. MicroServer: Calculates the real HSP and Y, and selects R1 and XORdata. Encrypts real R1, XOR-
data, and Y with the NDS server’s RSA public key, replaces the Platform copy of Finish Login NCP,
and transmits the NCP to the primary server. The MicroServer saves the Platform’s R1 and XORdata
for later use.

13. Primary server: Decrypts R1, XORdata, and Y. Computes the HSP and R and checks to see if equal
to Y. If equal, then encrypts with Y the values R1 and the “exclusive or” of the encrypted value of the
user’s private key with HSP and XORdata. Transmits the resulting encrypted value to the workstation.

14. MicroServer: Decrypts the received data with the key Y. Checks R1 is valid. Decrypts and saves
the user’s RSA private key using the HSP. Recomputes the received data based on the Platform’s R1
and XORdata and a fake RSA private key, and forwards this faked data to the Platform. NetWare
NDS-type login is completed by the MicroServer TCB.

15. Platform: Receives the data faked by the MicroServer.

A user who has logged in to the workstation and NetWare, can log out of NetWare and continue the session
with the workstation only, and log back to NetWare at a later time if desired.

8.1.3.2 Mechanism for Background Authentication

After a user has logged into a primary Net Ware server, whenever the user accesses another server background
authentication is required to this other server. The user is not directly aware of the this authentication.
Although the Platform software gets involved in the background authentication process, this software is
not actually in control of background authentication. The MicroServer is in control of this authentication.
Background authentication requires the user’s credential, and signature of the credential. Although the
Platform is involved in background authentication, the MicroServer manages and controls the user’s real
credential and signature. The MicroServer creates the user’s credential and signature using the user’s RSA
private key, which was obtained during the NetWare server login process.

The credential contains, among other things, a nonce value (which is a random number) the lifetime value
of the credential, and the NetWare NDS user name. The signature is obtained by first computing a hash
value by applying the MD2 hash function to the credential, and then by encrypting the resulting hash value
by using the user’s private key.

The following sequence of steps are performed by the Platform and the MicroServer in order to have the
workstation user successfully background authenticate (i.e., connect) to a NetWare server.

1. Platform: Sends Begin Authenticate NCP to a NetWare server with the user’s entry ID and a random
number R4, and obtains from the server R4 encrypted with the NetWare server’s private key, and a
random number Rb5.
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2. MicroServer: Saves Rb5 and forwards the response to the Platform.
3. Platform. Obtain the NetWare server’s IPX address, entry ID, and RSA public key from the server.

4. MicroServer. Saves the NetWare server’s RSA public key under the NDS server’s address and entry ID.
Forwards the NetWare server’s RSA public key to the Platform. Note, MicroServer does not validate
R4.

5. Platform: Decrypts the NetWare server’s private-key-encrypted R4 with the server’s public key, and
validates R4. If valid, then chooses a random number R6, and computes a proof based on the user’s
public key, Rb, and the user’s signature. Note, this proof is fake because the user’s computed signature
is not valid, and because the Platform was not given the user’s real RSA private key by the MicroServer
during NetWare login. Sends Finish Authentication NCP consisting of R6 encrypted with the NetWare
server’s public key, credential, and proof to the NetWare server.

6. MicroServer: Calculates the real proof using the user’s public key, R5, and real signature. Substitute
the reply of the Platform with the real signature and real proof, and sends the NCP to the NetWare
server.

7. Server: Checks the user’s entry ID against the user’s name in the credential, checks the user’s login
restriction in the credentials, and validate the proof. If all the checking is valid, then an authenticated
connection is established with the workstation. The server replies that the authentication is validated.

8.1.3.3 Mechanism for the NetWare Server Password Change

The Platform is not involved in changing the user’s NetWare server password. The user specifies the new
NetWare server password during the workstation login process. First the user enters the workstation user
name and password, and then the current NetWare server password and the new password. The MicroServer
directly gets all this data entered by the user. Before the user’s session with the workstation is established,
the MicroServer logs in to the NetWare server on behalf of the user, and then changes the user’s password.
The basic objective is to compute a new hash value based on the salt and the new password, and then replace
the user’s private key in the NDS DIB. All of this activity is performed by the MicroServer. The old hash
value, the new hash value, and the encrypted user’s private key with the new hash value is transmitted by
the MicroServer to the NetWare NDS server encrypted with the NDS server’s public key.

8.1.3.4 Mechanism for MicroServer Login to NetWare

In order to download the workstation database (see Section 3.3.1, NDS Databases, page 19), and to synchro-
nize the MicroServer system clock, the MicroServer logs in to the NetWare server when the workstation is
power cycled. The workstation’s (i.e., MicroServer’s) NetWare user name is locally stored in the MicroServer
during workstation installation. The password required for this login is also locally stored, DES-encrypted,
and protected by the MicroServer TCB. The password is set as part of the workstation installation. The
login process to the NetWare server is the same as any NetWare NDS user login. The workstation password
on the local hard disk can be changed for the workstation by running the INSTALL program in installation
mode. The ASAP program is used in order to change the workstation’s password on the server.
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8.1.4 Trusted Path Support

A trusted communications path is provided between the user and the TCB. This path protects the user
during workstation 1&A, and for the entry to the TCB of the server 1&A-related data.

Due to the design and one user at-a-time mode of operation (with Object Reuse between sessions) the
MicroServer portion of the system assumes complete and total control over the workstation at boot time.
During workstation I&A and the optional entering of the NetWare login support data to the TCB, which
occurs at this time, the only active process on the workstation is the TCB, and it is to the TCB (and only
the TCB) that the logging-in user is communicating. This communications path is initiated exclusively by
the user by power-cycling the Assure EC 4.11 for Novell. This communications path remains effective until
the workstation I&A and the entering of NetWare login support data are completed.

8.2 Discretionary Access Control

Discretionary Access Control (DAC) is enforced on the named objects and other protected resources main-
tained on the Assure EC 4.11 for Novell and is accomplished by the MicroServer as part of its role in
processing Platform file system and I/O requests. As was discussed in Section 5.1.4, File System and File
I/0, page 48, all attempts made by the Platform to access file system and I/O resources are either redirected
across the Dual Ported RAM (DPR) to the MicroServer for file system objects or are sent to the system bus
for device access. In either case the MicroServer mediates the request and enforces DAC policy requirements
before allowing the request to be processed.

Mediation of file system requests is based on access control information maintained and protected by the
MicroServer. Within the MicroServer the Assure Reference Mediator (ARM) module intercepts each file
system request and mediates it based on an Access Control List (ACL) defined for the current user. Based on
the outcome of the mediation, requests are either passed to Novell DOS (NDOS) running on the MicroServer,
where the actual file system operation takes place, or the request is rejected and the attempt is audited.
ACLs are attributes of users and groups, and control access to file system objects via path specifications.

Three different types of ACLs exist: user component, group component, and consolidated ACL (CACL).!
Access control rights settings exist for both individual users and for groups of users (see the discussion of
Global User and Global Group databases in Section 3.3.1, NDS Databases, page 19). At user login time, a
CACL is constructed for the user. The CACL consists of a combination of the user’s specific access rights
settings (i.e., the user component ACL) and the group settings (i.e., the group component ACL) associated
with all groups for which that particular user is a member.

User component ACLs consist of a (possibly empty) list of partial or fully qualified DOS pathnames and a
corresponding set of the rights that the user has to the objects matching the paths (see Section 7.1.1.4.1,
Files and Directories, page 88 for a description of the access rights settings). The ACLs are created by
administrative users, are attributes of individual users, and are downloaded at workstation initialization
time when, as part of user login processing, the Request Agent (RA) module of the MicroServer sends a
request to a server component.

1User and group ACLs are constructed and managed by the system administrator who used the ASAP program during an
administrative mode session.
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| User/Group | Pattern | Rights |
Alice C:\DOS Scan,Read, Write
Alice C:\DOS\#*.EXE Scan,Read,Modify
Alice ?7:\DOS\SORT.EXE | Scan,Read,Write Delete
Bob ?:\F00 Scan,Read,Write,Delete
Bob ?:\D0S Scan,Read,Modify
Mgmt ?:\*. % Scan,Read
Mgmt ?:\D0S Scan,Delete,Create
All ?:\D0S Scan,Read
All ?:\WINDOWS Scan,Read
All ?:\WINDOWS\*.INI | Scan,Read

Table 8.1. Example User and Group Path Records

Group component ACLs also consist of a (possibly empty) list of DOS pathnames along with a set of access
rights. These are also created by administrative users and are downloaded at user login time.? The groups
that a user belongs to are attributes of that user and are used to select particular entries from the group
database.

Table 8.1, page 100 gives examples of various user and group pathnames and access rights for users Alice
and Bob and groups Mgmt and All.

Only administrative users are permitted to manipulate access control information associated with file system
or I/O port objects. An administrative user defines unique specifications for each user and each group of
users, there is no propagation of access rights. This is a centralized model of DAC.

Both general and administrative users are constrained by file system access controls. Administrative users
simply have the ability to give themselves, or any other user, access rights to any/all objects on the work-
station.

8.2.1 Objects

This section discusses the DAC implementation for the named objects on the Assure EC 4.11 for Novell.
The named objects consist of file system objects including files and directories.

8.2.1.1 File System Objects

CACLs, constructed from user component and group component ACLs, are used to control access to files
and directories. The MicroServer uses data downloaded from a server component to calculate a user specific
CACL. Once the CACL has been calculated the ARM uses it whenever it intercepts a file system request.
The actions taken by the ARM depends on the specific type of file system request.

21If a server is not available at login time, the temporarily stored versions of the downloaded data are used.
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| Pattern | Rights || Origin | Comments |
C:\DOS Scan,Read,Write Alice User-specified no wildcard
?7:\DOS\SORT.EXE | Scan,Read,Write Delete Alice User-specific, wildcarded
C:\DOS\#*.EXE Scan,Read,Rename Alice Shorter than previous pattern
?:\WINDOWS\*.INI | Scan,Read,Write ,Create All Longest group pattern
?:\WINDOWS Scan,Read All Next longest group pattern
?:\D0S Scan,Read,Create Delete || Mgmt+All | Identical pattern in Mgmt and

All, so rights ORed

?7\* . * Scan,Read Mgmt * sorts after all other characters

Table 8.2. Example CACL for user Alice

8.2.1.1.1 Consolidated ACL Calculation A user’s CACL is a sorted list of elements each of which
contains a DOS path specification, object access rights, and an optional encryption key. The CACL consists
of two parts, user path specifications and group path specifications.

A CACL is constructed by first extracting all ACL elements from the User Access Control List field (i.e.,
the user component ACL) in the user’s record in the Assure Global User database. These are then sorted
in order of decreasing pathname length (pathnames of equal length are sorted using an ASCII collating
sequence). For example, the pathname c:\foo\bar\bas.com would precede c:\foo\bat.com and c:\foo.

Wildcard characters are permitted in the pathname portion of an ACL entry. The wildcard characters consist
of the 7 and * characters. The ? character maps to DOS drive specifiers (i.e., the ¢ in c:\foo\bar.doc).
The * character maps to filenames in DOS paths and correspond to files in a subdirectory.

Wildcard characters can only be used in a very restricted way. The 7 character can only appear as a drive
specifier and is not permitted in a pathname. The * character can only be used as the final component of a
pathname, as either the basename or extension (or both) of a file or directory (i.e., FOO.* and FOO*.BAR
are allowed, *FOO.BAR or F*O.BAR are not).

Pathnames that contain wildcard characters are separated and grouped together after non-wildcard elements.
The wildcard elements are also sorted longest to shortest.

Next the group ACL elements corresponding to the groups that the user is a member of (i.e., the group
component ACL) are extracted from the Assure Global Group database, merged, sorted and appended to
the CACL structure. That is, the group database is inspected for ACL elements that correspond to groups
to which the user belongs. These are extracted, collectively sorted from longest to shortest pathname, and
added to the end of the CACL. Group component ACLs containing wildcards are sorted and placed last in
the CACL.

In the event that multiple group component ACL elements correspond to the same DOS pattern, a union of
the access rights settings is used in the CACL.

At the conclusion of the calculation the CACL will consist of four parts, each sorted from longest to short-
est pathname. The parts are user specific paths, user wildcarded paths, group specific paths, and group
wildcarded paths.

Table 8.2, page 101 gives an example of the CACL constructed for user Alice who is a member of the Mgmt
and All groups.
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| Path Requested | Path Matched || Rights Granted |

C:\DOS\SORT.EXE | C:\DOS Scan,Read,Write
C:\WP\WP.EXE 7:\*. % Scan,Read
D:\DOS\PRINT.EXE | ?7:\DOS Scan,Read,Create,Delete

Table 8.3. Examples of Pattern Matching

The CACL is contained in a memory resident data structure in the MicroServer and remains active until the
workstation is powered down. If an ACL size exceeds the available space in memory, the user is logged out.

8.2.1.1.2 Path Matching Whenever an access attempt is made on a file system object, the ARM will
attempt to match a substring of the path to the requested object against an element in the CACL. This
matching is done by the ARM by iteratively searching the CACL memory structure, from the first ACL
element to the last ACL element, to determine if the requested substring matches an ACL element path. If
a match i1s found the ARM stops searching and uses the associated access rights settings contained in the
found ACL element. If no match is found, the ARM denies access to the file system object.

If the ACL element’s path specification contains no wildcards then a match is made when the object’s
path corresponds exactly to a path contained in the CACL, for the depth of the ACL element (e.g., path
c:\foo\bar\bas.dat matches ACL element c:\foo, but the converse does not hold). This is the reason
ACL elements are sorted longest to shortest, so a more specific match is made before a more general match.
For example, if a CACL contained c:\foo\bas and c:\foo they would be in the CACL in this order, and
if c:\foo\bas\bar.com was being searched for, the entry for c:\foo\bas would be located first, and the
search would stop.

If the ACL element contains one or more wildcards (i.e., * for final component of a filename, or 7 for drive)
a match exists if the drive and pathname each match the ACL element specification. If the ACL element
contains a 7 drive wildcard, the pathname drive is always matched. If the ACL element contains one or
more * wildcards, the ACL element is compared with the pathname component by component. For example
if the CACL were being searched for c:\foo\bar\bas.com a match would be made with ACL elements:
c:\foo\bar\bas.*, or 7:\foo\bar\*.com, or ?:\foo\bar. However, since the first one of these is the
longest and most specific, and would therefore occur in the CACL first, it would be the ACL element used.

The match to a substring permits a form of rights inheritance: if user John has a read rights for c:\shared
where shared is a directory, then John will have read access to all objects located in or below shared unless
an explicit user ACL to the contrary is defined for John on these objects. The ordering of the CACL ensures
that an explicit user ACL entries will match before any other entry.

Table 8.3, page 102 gives some examples of various paths matched against the CACL shown in Table 8.2,
page 101 and the resulting rights that are active for user Alice.

8.2.1.1.3 Individual Access Denial Access to a file system object (i.e., either file or directory) can
be explicitly denied to an individual user with a null ACL element in that user’s component ACL. This
ACL element would contain the pathname of the object, to which that user is to be denied access, with a
blank access rights field. When the user attempts to access this file system object the ACL element would
be matched and no access rights would be obtained. The ARM would reject the attempt.
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8.2.1.1.4 File Access Mediation As discussed in Section 7.1.1.4.1, Files and Directories, page 88 six
security rights exist for file system objects (i.e., Read, Write, Scan, Create, Rename, and Delete). The effects
that each right has on an access attempt depends on the type of NDOS file system operation requested and
these are presented in the following table.

Table 8.4. DAC on Files

Operation DAC Policy

Close All Files An ACL entry must exist for the user for each file, otherwise and an at-
tempted security violation audit record is created.

Close File No access check is performed; the file was checked at open time.

Commit File No access check is performed.

Create/Truncate File | The user must have create and write rights to the file, otherwise the ARM
issues an Access Denied error. If the Executable File Protection attribute
is set (see the description of the Executable File Protection attribute con-
tained in the Assure Global User Database, discussed in Section 3.3.1.3,
Assure Global User, page 22), the ARM will not allow the operation.

Delete File The requesting user must have delete rights to the requested file otherwise
the ARM will issue an Access Denied error. Likewise if the Executable File
Protection attribute is set for the user, access will not be granted. If the
user has no rights to the file the ARM will issue a File Not Found error.

Extended Open The requesting user must have either read or write rights depending on
the type of access requested. If the request is to create/truncate, and the
file exists, it cannot be an executable file, otherwise the ARM will issue an
Access Denied error.

Find First File When the ARM receives a Find First File request it passes it on to NDOS,
and waits for a response. If the file exists and the user has scan and read
but not write rights in the ACL element the ARM sets the DOS Read-Only
attribute for the file. The file will remain a DOS Read-Only file.

Find Next File When the ARM receives a Find Next File request it passes it to NDOS and
waits for the results. If the user has scan and read, but not write rights in
the ACL element, the ARM sets the DOS read-only attribute on the file
system object. The file will remain a DOS Read-Only file.

Flush All No access check is performed.

Get Disk Space No access check is performed.

Get DOS Attributes | The ARM makes sure that the requesting user has read rights to the file.
If the user does not have read access the ARM generates an Access Denied
error. If the user has no rights at all, the ARM generates a File Not Found
error. If the user has read access but not write access the ARM changes

the DOS file attribute to Read-Only.

Continued on next page |
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Continued from previous page |

‘ Operation DAC Policy ‘
Lock Region No access check is performed.
Open Existing File The requesting user must have either read or write rights depending on the

type of access requested. If the user requests write access, has write rights,
but the Executable File Protection attribute is set for the user, the ARM
will issue an Access Denied error.

Qualify Remote Name | No access check is performed.

Read from File The requesting user must have read rights otherwise the ARM will issue an
Access Denied error.
Rename File The user must have modify rights to the first pathname and create rights

to the second, otherwise the ARM will issue an Access Denied error. If the
user has no access to the file the ARM will issue a File Not Found error.
Seek File No access check is performed.

Set DOS Attributes The requesting user must have write rights to the file otherwise the ARM
will issue an Access Denied error. If the user has no access to the file the
ARM will issue a File Not Found error.

Unlock Region No access check is performed.

Write to File The requesting user must have write rights otherwise the ARM will issue
an Access Denied error.

8.2.1.1.5 File System Directories DAC for directory objects is very similar to that for file objects
and ACLs are processed the same way. Attribute settings have specific effects for directory operations and
these are presented in the following table.

| Operation | DAC Policy |

Change Directory | If the requesting user has no access to a matching ACL element the ARM
issues an Access Denied error.

Make Directory If the requesting user has access rights not including create rights for a
matching ACL element, the ARM issues an Access Denied error. If the
user has no access the ARM issues a File Not Found error.

Remove Directory | If the requesting user has access rights not including delete rights for a
matching ACL element, the ARM issues an Access Denied error. If the
user has no access the ARM will issue a File Not Found error.

Table 8.5. DAC on Directories

8.2.1.1.6 Access Revocation Revocation of access to a file system object occurs only as an effect of
an administrative user removing a user’s access from a component ACL. This removal will only become
effective the next time the user logs in to a workstation and a new version of the ACL is downloaded and
computed.3

3If immediate revocation is desired the administrator must physically visit the workstation and delete the locally stored

copies of the ACLs.
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8.2.1.1.7 Foreign Users The CACL for a foreign user is calculated from the single group contained in
Assure Global Profile for a workstation. The user’s own access rights to paths are not used to build the

CACL.

8.2.1.1.8 Default DAC The DAC for any newly created object depends on the pathname matched in
the CACL. That is, access to a newly created object will be controlled by the ACL element that was matched
when this object was created. All access rights settings for that match will be in effect for the new object.

8.2.1.1.9 DOS Attributes As discussed in Section 7.3.1.3, DOS File Attributes, page 91 the conven-
tional DOS file attribute set is supported on the Assure EC 4.11 for Novell. However, these attributes do
not grant any additional rights to files, they only serve to further restrict access to files permitted by the
ARM. Also, only users with write permission to a file can change the DOS attribute settings.

8.2.2 Other Protected Resources

This section discusses the DAC implementation for the other group of resources protected on the Assure EC
4.11 for Novell. This group consists of Input/Output Ports.

8.2.2.1 Devices

Mediation of access to I/O Port objects is also based on access control information maintained by the
MicroServer and it is obtained, at system initialization time, from a server component. However, in the
MicroServer it is the Flexible Port Protection (FPP) mechanism, rather than the ARM, that is responsible
for mediating I/O requests.

DAC for I/O ports (and associated devices) is handled on a proactive basis. That is, all DAC access checks
are conducted at user login time when the user’s I/O Port security attributes are accessed by the MicroServer
(see Section 7.4, Other Protected Resources, page 91) and the FPP hardware is configured for that particular
user. At object access time the FPP will have been configured to either allow or prevent the access attempt.
The attempt will be prevented by locking the system bus and hanging the workstation.

The Platform interrupt vector can be modified so that devices for which the user does not have access
permission will not be visible. In these cases DOS on the Platform will reject the access attempt before it is
released to the system bus and before the FPP can hang the workstation. This action does not contradict
DAC policy enforcement, it simply avoids crashing the system but still prevents a user from accessing a
device for which they have no DAC access.

The design of the DAC policy enforcement mechanisms makes no distinction between the various types of
operations that can be performed to I/O devices. Access is either totally permitted or denied for each I/O
port and each user.

105
16 December 1997



Tracor Assure EC 4.11 for Novell FER
CHAPTER 8. TCB PROTECTION MECHANISMS

8.3 Object Reuse

The Object reuse policy prevents access to information remaining from a previous subject’s actions. The
Assure EC 4.11 for Novell, is used by a single user at a time. Its object reuse policy prevents access by
sequential users to residual data. MicroServer files and directories are named objects made up of disk
blocks which are overwritten upon allocation or deallocation. MicroServer storage objects, Platform storage
objects, and other protected resources are reinitialized by the power-cycle which reboots the Assure EC 4.11
for Novell and is also referred to as Logout Option 1.

8.3.1 MicroServer Storage Objects

Storage objects may contain residual information that is not addressed by the DAC policy. Disk blocks are
overwritten to prevent object reuse. Other MicroServer storage objects cannot be accessed by untrusted
users or user software, therefore do not present an object reuse problem.

8.3.1.1 MicroServer Disk Blocks

Object reuse of disk blocks is controlled at the file and directory levels. The MicroServer’s ARM program
overwrites DOS file system disk clusters (disk allocation units composed of one or more sectors) when they
are returned to the MicroServer free space. Installation and Trusted Computing Base (TCB) created files
and directories are not overwritten when they are deallocated, and may contain residual data. To prevent
access to this residual data, all general and administrative user files and directories are overwritten before
allocation. In addition, general and administrative files and directories are overwritten upon deallocation
to prevent viewing by installation users. The dual-overwriting policy enforces object reuse as long as the
administrator follows the policy presented in the Trusted Facility Manual (TFM) and configures general
users with the file clearing required flag. In addition, the administrator, with reference to the TFM, chooses
either of two overwriting routines:

e Standard - overwrites disk blocks with all ones

e Government - overwrites disk blocks with ones, then zeros, then an alphanumeric, and verifies this
pattern.

8.3.1.2 Other MicroServer Storage Objects

The following MicroServer storage objects do not present an object reuse concern, because they cannot be
accessed by untrusted users or user software:

e MicroServer system memory

e MicroServer processor registers

e Other MicroServer registers including the clock, Direct Memory Access (DMA) devices, and other
ASIC specific registers.
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e MicroServer CMOS RAM

e MicroServer encryption registers

e Encryption keys - Storage of encryption keys is realized via static memory, which is not cleared when
the MicroServer reboots. These registers can only be read by the encryption hardware and can only
be written to by the MicroServer.

e MicroServer Network Interface Card (NIC) memory

e MicroServer TCB Internal Data Structures

8.3.2 MicroServer Named Objects

Named objects are resources that can be accessed by more than one user via an explicit name. Named
objects are controlled by the DAC policy, but are listed below because they are composed of disk blocks
which are storage objects, for which object reuse is controlled at the file and directory levels.

8.3.2.1 MicroServer User Files

User files are overwritten before initial allocation and before reallocation. Deleted or truncated files are also
overwritten. When a file is deleted, a flag is set causing the MicroServer to withhold information to users
about that file’s directory entry (filename, size, date, time of last modification, and DOS attributes such
as archive settings and read only attributes). When an attempt is made to read beyond the end of a file,
an error is returned. Data blocks are allocated and overwritten when a write occurs past the end of a file.
Sparse files cannot be created.

8.3.2.2 MicroServer TCB created files

Files created by the TCB are not overwritten upon deletion, but are overwritten before reallocation to
administrative or general users. Users do not have access to the File Allocation Table (FAT) because it is in
the MicroServer which is part of the TCB and inaccessible to users.

8.3.2.3 MicroServer Directories

When a directory is created all disk blocks in the directory are overwritten. When a directory is deleted, all
disk blocks are overwritten and a flag is set causing all user requests to that directory entry to be denied.

8.3.3 Platform Storage Objects

The following Platform storage objects are addressed by the object reuse policy:

107
16 December 1997



Tracor Assure EC 4.11 for Novell FER
CHAPTER 8. TCB PROTECTION MECHANISMS

8.3.3.1 Platform System Memory

When the Platform boots, it is running TCB software and accepts keyboard input for identification and
authentication, which is cleared from system memory before the Platform boots an untrusted operating
system for the user. The Platform system memory is cleared by Logout Option 1.

8.3.3.2 Platform Video Display Memory

Logout Option 1 clears the Platform video memory, which is dynamic memory, during power cycling. Pass-
words are not displayed on screen, so no further initialization of the VG A is needed before booting untrusted
operating systems.

8.3.3.3 Platform Processor Registers

Logout Option 1 clears Platform processor registers by virtue of the power cycle.

8.3.3.4 Platform CMOS RAM

As part of the boot process, the EBIOS resets the Platform CMOS RAM to a known value determined by
the administrator.

8.3.3.5 Other Platform Registers

Logout Option 1 clears other Platform registers by the power cycle.

8.3.3.6 Platform Peripherals

The peripherals are: a video monitor, mouse, keyboard and as many as two floppy disk drives. There are no
printers in the evaluated configuration. Logout Option 1 resets each peripheral during the power cycle.

8.3.4 Other Protected Resources

e Ethernet Packets - Server components may send Ethernet packets to the MicroServer that contain
short TPX messages and are padded to the minimum Ethernet packet length (42 bytes) with as much
as six bytes of arbitrary data from the server’s memory space. To prevent object reuse of this arbitrary
data from the server, the Packet Filter compares the size of the Ethernet data field with the amount
of IPX data and overwrites the remaining padding bytes with zeros before passing the packet across
the DPR to the Platform.

e Dual-Ported RAM is used for message passing between the Platform and MicroServer. It is cleared by
Logout Option 1 and again by initialization. Any keyboard input passed to the MicroServer through
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the Dual-Ported RAM is cleared by the EBIOS before booting a user’s untrusted operating system on
the Platform.

e I/O Port FIFOs are small buffers associated with parallel ports. Logout Option 1 resets I/O Port
FIFOs during the power cycle.

e All miscellaneous Platform hardware resources that have a data retention capability, other than the
PBIOS and video expansion BIOS storage (which are protected by the flash ROM read-only soft switch),
contain only volatile memory. These resources include such things as DMA, Interrupt Controller, and
Keyboard Controller storage, Page Registers, and the Real Time clock. Logout Option 1 causes all
these resources to be cleared when the power cycle occurs.

8.4 Anudit

The trusted software running on the MicroServer hardware domain creates, maintains, and protects audit
trails of accesses to the Assure EC 4.11 for Novell file system objects, I/O ports, and network communications.
An administrator configures the events to be audited for a workstation user by running the ASAP program on
a workstation and setting audit control attributes. The audit control attributes are applicable throughout
the workstations assigned by an administrator to a domain. The audit control attributes are effective at
the next user login. If immediate effect is desired the TFM states that the administrator must login to the
network at each workstation requiring the change.

Administrative actions on the workstation are performed using ASAP which controls Assure containers located
on the server. The NetWare 4.11 audit mechanism records accesses to these containers but does not record
the values of the changes.

8.4.1 Audit Trail Storage

All workstation auditing is performed by the MicroServer. The workstation audit data is normally uploaded
to the Assure Global Audit Trail on a NetWare 4.11 server. Audit data is only temporarily stored in a file
on the workstation. If the server component is unavailable for uploading, audit data is retained locally and
uploaded at the next opportunity (i.e., the next time the workstation is booted and the server component can
be accessed). The workstation audit data file (the Assure Local Audit Queue) is protected by the workstation
file system DAC (supplemented by encryption under the DES master key). When no more local audit space
is available (default of 100 KBytes), the MicroServer automatically logs off the user and will not permit a
non-administrative logon until the audit data is uploaded to a server component. Each record contains a
single audit event from the workstation waiting to be uploaded to the Assure Global Audit Trail. In the
event of workstation failure, such as a power loss, a maximum of one audit buffer (less than 1.5 Kbytes) can
be lost.

8.4.2 ASAP

The ASAP utility is used to configure workstation auditing. The types of workstation activities that can be pre-
selected for each user are: file access operations, file scan operations, network service requests, failed access
attempts, and user account actions (such as logon). The audit configuration is stored in three databases:
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the Assure Global Profile, the Assure Local Workstation, and the Assure Global User (described in further
detail in Section 3.3.2, Local Workstation Databases, page 24). The entries relevant to audit and their
default values are listed below:

8.4.2.1 Assure Global Profile

Audit Object Name: This is the Assure Global Audit Trail object to be used for permanent storage of
audit records. The default object is AUDIT.

Audit Upload Frequency: This identifies how frequently the workstation attempts to upload audit data
from the local audit file to the Assure Global Audit Trail when a user is logged into the workstation.
The default is one minute.

8.4.2.2 Assure Local Workstation

Audit File Path Name: This is the file used for the Assure Local Audit Storage (used for caching of
audit data until it is uploaded to the Assure Global Audit Trail on the server component). The
file name is set at installation time and is stored in a DAC-protected file. The default filename is
C:\ASSURE\TCB\AUDIT. AUD.

Audit File Size: This parameter specifies the maximum size of the local audit file. The file size is stored
in a DAC-protected file. The default file size is 100 Kbytes.

8.4.2.3 Assure Global User Object

Audit Flag Vector: This vector identifies which audit events (i.e., access attempts, read/write, open/close,
scan, network operations, user account) are recorded. The default audit vector is access attempts,
open/close operations, and user account actions. The workstation stores a copy of the currently logged
in user’s Assure Global User object in the workstation file C:\ASSURE\TCB\USER.DIB.

8.4.3 Audit Trail Contents

Each server component container holding an Assure Global Audit Trail may be used to collect audit data
from one or more workstations. Actions of foreign users are recorded in the audit trail associated with the
workstation they use, and not with their “home” audit trail. Records in the Assure Global Audit Trail are of
varying lengths and stored sequentially, so each one starts with its record length. The Assure Global Audit
Trail contains records of each audited event. The audit records have the following format:

Audit Record Length: The length in bytes of the audit record, not including the size of the length field.

Date and Time: The date and time associated with the audit event. While each workstation synchronizes
its clock with a server component at each logon, the times may drift if the workstation has been unable
to access the server for a significant period.

Workstation ID: The partial name of the Assure Global workstation object that generated the event.
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Event Type: Event types are: Flexible Port Protection enabling, Flexible Port Protection violation, Suc-
cessful Log-In, Failed Log-In, Encryption Operations, Network Operations, Remove Directory, Make
Directory, Change Current Directory, Close File, Read File, Write File, Set File’s Attributes, Get File’s
Attributes, Rename File, Delete File, Open Existing File, Create/Truncate File, Find First File, Flush
All Disk Buffers.

User Name Length: The length, in bytes, of the user name.

User Name: The logged-in user name. This is the name of the object within the default container for the
workstation.

Status: The result code (success or failure) from the operation.
Event Specific Data Length: The length, in bytes, of the event specific data.

Event Specific Data: Other data pertinent to the audit event. The following are examples of the data
stored in this field for various types of audit events:

Logon event: The number of unsuccessful logon attempts before a successful attempt, the groups the
user is a member of, the I/O ports the user has access to (as derived from the user’s port rights),
and type of user (general or administrative).

File events (e.g., Open, Delete, Rename): The file name and type of file event.
Network events (e.g., packet sends): Destination IPX address.

Note that Administrative events such as creation of user accounts or changing file rights are not audited
in the workstation audit trail. Rather, they are audited by the server component’s auditing mechanisms
because they are changes made in NDS. Only the event types described in the paragraph above are captured
in the workstation audit trail.

8.4.4 Audit Trail Review

ASAP is used to configure the preselection of workstation audit events. The NetWare AUDITCON utility is used
to download workstation audit data stored on the server component and store it in a file on the workstation.
Since the NetWare AUDITCON utility is not aware of the format of the workstation’s audit records, the Assure
EC 4.11 for Novell AUDIT utility is used to review the workstation audit records using any filter combination
of workstation ID, user name, event type, start time or date, and end time or date.
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Chapter 9

Component Assurances
This chapter describes the assurances provided by Assure EC 4.11 for Novell.

9.1 System Architecture

The Assure EC 4.11 for Novell uses a combination of hardware and software mechanisms to protect the
TCB and to isolate processes from each other. For any access requests to protected objects the TCB is
always invoked and is tamper-resistant. All TCB programs, data, and other resources (e.g., the hard disk,
I/O devices, network access, etc.) are protected from unauthorized access by access control and auditing
mechanisms. The TCB executes in its own domain (i.e., the MicroServer) that is logically and physically
separated from user processes. User processes are isolated from each other and from the TCB.

The workstation and the network media are assumed to be physically protected from unauthorized users.
Data transferred between the Assure EC 4.11 for Novell and server component NTCB partitions are protected
from internal threats (e.g., unauthorized user access) and from external threats (e.g., unauthorized sending
or mis-delivery of packets or network traffic capture).

9.1.1 TCB Protection

The Assure EC 4.11 for Novell TCB, during regular user sessions, consists of the operating system, data
resources, and hardware located on the MicroServer; and is contained in a domain that is separate from the
one where untrusted user software is executed (i.e., the Platform domain). The two domains are located on
independent hardware processing platforms and are allowed to exchange information only in a controlled way.
All objects to which access is controlled are either physically located on the MicroServer, or the MicroServer
maintains control facilitated by specialized hardware components (e.g., the Flexible Port Protection (FPP),
see Section 4.3.3, Flexible Port Protection, page 38).

On the MicroServer, a Platform subject can only access resources managed by the MicroServer (i.e., disk
files, I/O devices, server component resources) by submitting explicit requests (e.g., file system operations
such as open, read, delete, etc.). These requests are either transmitted across the Dual Ported RAM (DPR)
(see Section 4.3.2, Dual Ported RAM, page 37 for more information) for file system or network service
requests or are issued directly on the system bus. In the case of file system or network requests the DPR
maintains a controlled channel supporting bi-directional communications. These communications consist of
requests submitted by the Platform and responses issued by the MicroServer. The communications have a
well defined protocol and provide the only means for untrusted software to interact with the TCB for all
purposes other than device 1/0.

For device I/O the MicroServer maintains the ability to monitor Platform I/O activity on the Platform
ISA bus and to enforce access control. This is made possible through specialized hardware (i.e., the FPP),
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located on the MicroServer, that is connected to the ISA bus. With this hardware the MicroServer is able
to observe the Platform ISA bus activity and is able to allow physical access to only authorized I/O devices.

Some devices are not access controlled by the TCB. These devices (including the monitor, keyboard, CMOS,
etc.) are not located on the Platform ISA bus and access to them cannot be controlled by the MicroServer.
However, these devices are initialized whenever a user logs in and no state, or data, can be preserved from
one user session to another.

User subjects located on the Platform must identify and authenticate themselves before the MicroServer will
allow a Platform session to begin. Following this, all Platform access attempts are uniquely identified as
originating with the current Platform user and are audited as such. This situation remains in effect until the
current Platform session is concluded by power cycling the Assure EC 4.11 for Novell. During this cycling,
all Platform resources not directly managed by the MicroServer (e.g., keyboard, monitor, real-time-clock)
will be reinitialized and object reuse will be effected. In addition, the context of the MicroServer will be
restored to an initial state.

The Assure EC 4.11 for Novell is also assumed to be physically protected so that the MicroServer hardware
cannot be manipulated.

During administrative sessions, all the software that executes on the Assure EC 4.11 for Novell is considered
to be trusted. All elements of the Platform and MicroServer operation continue with messages being passed
across the DPR and the MicroServer performing access control over file system and device I/O requests.
Administrators have the ability to manipulate access control attributes on controlled objects, but they do
not have the ability to directly manipulate the actions, or self protection, of the TCB.

9.1.2 Process Isolation

Process isolation is provided by the single-user-at-a-time nature of the operating system environment (i.e.,
DOS) in which the Assure EC 4.11 for Novell operates. User sessions consist of cold booting (i.e., turning
power on, or power cycling if already in operation) and installing a private computing environment on the
Platform. All non-TCB resources are available to the user (i.e., Platform CPU, memory, monitor, keyboard)
with no TCB mediation. TCB resources (i.e., disk files, I/O devices) are mediated on a user by user basis
and allowed to be shared between users only as permitted by the security policy (i.e., DAC).

At user session creation time, all remnants of a former user’s environment (other than those access mediated
resources managed by the MicroServer) are cleared. The state of the Assure EC 4.11 for Novell as a whole
is initialized to a known state (see Section 5.5, Initialization, page 75) and the contents of all non-TCB
resources cleared. This eliminates any non-TCB mediated mechanisms for passing data from one user to
another on the Assure EC 4.11 for Novell.

9.1.3 Network Protection

The Assure EC 4.11 for Novell TCB provides protection to data transferred to server components. Network
packets are filtered and checked for correct addresses, valid protocols, and packet padding before they are
transferred to, or received from, the network media. Also, the TCB prevents the misdelivery of network
traffic not intended for the current user based on network address (see Section 5.2.6, Packet Filter, page 63).
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Finally, the network media is assumed to be secure so network traffic capture subsequent to packet release
by the TCB is not a threat.

9.2 System Integrity

As mentioned in Section 4, Hardware, page 27, the workstation hardware in general can be characterized as
a platform (IBM 700 series) with the MicroServer inserted into an ISA slot on the platform. This platform
uses Pentium CPUs, while the MicroServer uses an AMD 386 CPU.

The MicroServer and platform contain BIOSs that perform power-on self tests (POSTs) that satisfy the
system integrity requirements. These tests apply not only to the CPUs, but also to most of the associated
hardware for each of the elements. There are also some “standalone” tests that are used. All of the tests
are described in the following sections.

9.2.1 Pentium Basic Instruction Self Test

As part of the power-on self test for both platforms, the Pentium CPU undergoes a Basic Instruction Self
Test (BIST). The BIST will test internal operation of about 70% of the Pentium’s functionality, including
reads and writes to all registers, all Program Logic Arrays (PLAs) that drive the chip, the microcode stores
that drive the PLAs, and various data pathways internal to the chip.

9.2.2 Platform System Integrity Tests

Apart from the BIST described above, the POST for the IBM tests all hardware on the platform. The hard-
ware tested includes the keyboard controller; video controller, system memory, validating various checksums,
checking on-board registers associated with the configuration of the PCI bus, and checking other platform
system devices such as the real time clock, serial and parallel ports, etc.

9.2.3 MicroServer System Integrity Tests

Apart from testing the registers and instruction set for the AMD 386, the MicroServer BIOS also tests
hardware similar to that tested for the platform. Included are tests for the clocks and timers on the Mi-
croServer, the RAM, DMA controllers, checksum validation, the IDE controller, and the Ethernet controller.
The memory locations associated with the DPR are tested, and the FPP mechanism may be tested using a
special test program called HARDTEST.

9.3 Vendor Security Functional Testing

Tracor’s security functional tests ensure that the Assure EC 4.11 for Novell correctly implements the protec-
tion mechanisms and security policies described in their design documentation. Security testing demonstrated
that there are no obvious ways to bypass or defeat the TCB.
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9.3.1 Philosophy of Testing

The Workstation component has a number of NTCB interfaces which were divided into “logical subsystems”;
Local File System Services, Network Protocol Services, Authentication Services, and Encryption Services.
The implementation of these logical subsystems was examined for security-relevant processing. The security-
relevant portions were captured by pseudo-code in security semantics. These semantics served as the input
for test assertion derivation.

The pseudo-code was annotated with tags denoting the C2 requirement enforced by the tagged portion of
code. Assertions were developed by expressing the security requirement enforced by the annotated pseudo-
code.

Each security semantic generates one or more assertions and each assertion generates multiple test cases (at
least one successful and one unsuccessful).

9.3.2 Test Configuration

The workstation test configuration consisted of two Assure EC 4.11 for Novells, each an IBM 6887-YAZ
workstation with an Assure EC card. A Novell server was used as a test fixture. It held the NDS objects
used by the workstations, but the server was not tested unto itself. An additional DOS workstation was
used as a LAN analyzer. It was used to confirm which packets the Assure EC card transmitted and which
packets were discarded. The four components were connected by a single LAN segment.

9.3.3 Testing

Before Test Readiness Review (TRR), the team received output from a full run of all tests, which demon-
strated that the entire test suite ran without failure.

During TRR, the team installed the MicroServer according to the instructions given in [21], Workstation
Component Test Guide. This included setting up the Evaluation Test Network and establishing the necessary
accounts and other NetWare Directory Services (NDS) objects required to run a sample of the test suite.

The team executed the vendor test suite and confirmed the vendor tests ran without failure.

9.3.4 Team Tests

During execution of the vendor tests, the team conducted the following tests. Some of these team tests
confirmed vendor testing by demonstrating a security assertion from a broader approach, and verified some
overall security assertions which are not specifically tested. The vendor has absorbed the team tests into
their test suite.

1. Validation of User File Attributes

Following system installation, the team identified all files for which access must be denied to ordinary
users. Using TFM instructions and warnings for creating new users, the team confirmed that users are
prevented from receiving inappropriate access rights to these files.
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2. Operator Role Separation

Using an ordinary user account, without administrator privileges, the team attempted to gain access
to the utility programs that administrators use to configure the system and manage the secure mode
of operation.

3. Audit Record Granularity

The team performed a representative selection of user operations that included modifications of user
databases, and verified that auditing is fine-grained enough to reconstruct each operation.

4. Audit Record Selectivity

The team conducted a representative sample of audit record selection and determined that selectivity
is sufficient, but performance suffers as the quantity of audit records selected grows.

5. Undocumented Opcodes

The vendor developed four new functional tests to satisfy the team’s search for undocumented NTCB
interfaces. These tests check unused DPR channels, unused file service codes, the keyboard input
channel (the MicroServer does not acknowledge the keyboard), and MicroServer to plaform channels
(i.e. the platform is not allowed to send information over a channel which is “receive only”).

During vendor development of this test, it was discovered that an unused channel and an unused file
service code failed to return the correct error. The vendor modified the MicroServer TCB software to
correct these deficiencies, and team testing confirmed that the changes did not adversely affect security.

6. Security Attribute Changes

The team made changes to workstation security attributes and before the workstation could be re-
set, the connection to the LAN was broken. This confirmed that in the event that changes are not
instantiated on a workstation, that the previous security attribute configuration remain in effect.

7. Storage Object Reuse

The team verified that platform storage objects have Object Reuse performed on them between user
sessions. CMOS overwrite software was used to modify the workstation CMOS, but when the work-
station was power-cycled, the MicroServer overwrote the changes with its trusted CMOS data.

9.4 Assurance Documentation

9.4.1 Informal Model

The discretionary access control policy for the file system objects on the workstation hard drive was developed
by the vendor into an informal security policy model. This is purely a DAC model as there are no object
sensitivity labels on the workstation or the server. As a DAC model, there is only a trivial fundamental axiom
that the model must be consistent with: access to files is permitted only when authorized by the policy. The
workstation model is a local, internal model that does not refer to objects outside the workstation NTCB
partition.

The model makes uses of a mixture of formal and informal mathematics. It defines the calculation of a
combined access control list, the ordering applied to the CACL, and requirements for a file path name to
match the expression in the CACL. The model culminates in a succinct formal definition of the effective
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rights of a workstation user to local objects. The model is essentially a restatement of the DAC policy in
more formal terms.

The Assure EC 4.11 for Novell model does not address network-wide issues. Each client component in a
NetWare 4.11 must implement user-server connections which are the subjects in the server model. The
Assure EC 4.11 for Novell maintains such connections but this aspect of the network security policy is not
captured in the Assure EC 4.11 for Novell model.

9.4.2 Client Network Security Architecture Design

The Assure EC 4.11 for Novell is submitted for evaluation under a Network Security Architecture and Design
(NSAD) document (Version 1.0) that defines a secure client-server computing environment based on Novell
NetWare 4.11 Server services and protocols. The NSAD defines several component roles in the network:
server, router, workstation, and network media. In the case of the current component evaluation, the Assure
EC 4.11 for Novell implements the workstation role. The NSAD is intended to support the evaluation of
other components (including the NetWare 4.11 Server) and the NSAD itself is being evaluated by a separate
Trusted Product Evaluation Program (TPEP) process. Novell’s goal for the NSAD is to make it a security
framework for client/server computing that can be used by both Novell and other vendors to introduce new
products that fit into the framework.

The general nature of the workstation role as defined in the NSAD is to implement the client side of some
subset (including possibly all) of the NetWare protocols. In addition to the general requirements on the
workstation role, the NSAD defines specific security actions that a component may supply. The workstation
security actions fall into the following areas:

e [PX Source Address Validity
RIP/SAP Advertising Validity

Protection of Communication Medium

e Communication between Untrusted Subjects

Protection of Authentication Materials

Object Reuse in Protocol Fields

o Provides Administrative Utilities

The Assure EC 4.11 for Novell provides security protection in most of these areas. For example, under IPX
Source Address Validity, the Assure EC 4.11 for Novell is an IPX Address Guaranteed Workstation (short
designation Wi). This means that the workstation NTCB partition verifies that outgoing IPX packets have
accurate source addresses. The composability rules of the NSAD specify that Wi workstations must be
used with servers that trust incoming packet addresses. The Assure EC 4.11 for Novell can also be used to
administer Novell NetWare 4.11 Servers. The full list of specific security actions for the Assure EC 4.11 for
Novell is given in Table 9.1.

A complete list of NSAD component requirements as they apply to the Assure EC 4.11 for Novell and a
description of how these requirements are met is given in Chapter 11, Meeting the NSAD Requirements,
page 151.
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Specific Action Name

| Identifier | Description |

IPX Source Address Validity Wi Guarantees outgoing IPX addresses
RIP/SAP Advertising Validity Wio NTCB filtering on all traffic
Protection of Communications Medium Wn No protection supplied
Communication Between Untrusted Subjects WioL All traffic checked

Protection of Authentication Materials Wt NTCB protection for credential
Object Reuse in Protocol Fields Wp Extra data is removed

Provides Administrative Utilities Wa NetWare Administration

9.5.1

Table 9.1. Assure EC 4.11 for Novell NSAD Security Designation

9.5 RAMP

Section 1: Scope
Section 2: Referenced Documents

Section 3: Introduction

Assure EC Workstation RM-Plan

Section 4: Compliance With Applicable Interpretations

Section 5: Configuration Items
Section 6: Security Analysis
Section 7: RAMP Evidence Format
Section 8: VSA Audit Procedures
Section 9: RM-Plan Maintenance
Section 10: System Failures

Appendix A: RAMP Requirements

119

Novell is participating in the Rating Maintenance Phase (RAMP) of NSA’s TPEP for the Assure EC 4.11
for Novell. The Assure EC 4.11 for Novell is a component within the NetWare 4.11 network architecture
described in the NSAD. Novell has developed an RM-Plan for the Assure EC 4.11 for Novell that describes
the mechanisms, procedures and tools that will be used during RAMP. The following sections overview
Novell’s approach to RAMP.

Novell’s RM-Plan is is described within the NetWare 4.11 Network Workstation Component Rating Main-
tenance Plan (WRMP) document. The WRMP consists of ten sections and three appendices, titled as
follows:
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e Appendix B: Mapping RAMP Requirements to the RM-Plan

e Appendix C: Configuration Ttems (list)

9.5.2 Component Configuration Items

Workstation Component Configuration Items (CIs) are identified by Novell in the WRMP and encompass
the following: components and subsystems that comprise the Assure EC 4.11 for Novell NTCB partition,
hardware and software used to validate correct operation of the Network Trusted Computer Base (NTCB) in
satisfaction of the System Integrity requirement, design documentation, the informal security policy model,
the Security Features User’s Guide, the Trusted Facility Manual, the test plans and procedures that show
how the security mechanisms are tested, and the WRMP itself. Any new, changed, or merged Cls created
in future versions of the product will be managed through the RAMP process.

ClIs identified in the WRMP are as follows:

1. Assure EC 4.11 for Novell hardware: Each workstation consists of one IBM PC 700 series platform
and one Assure MicroServer, each of which is a CI.

2. Assure EC 4.11 for Novell firmware: MicroServer BIOS and Platform expansion BIOS (EBIOS). (The
IBM SurePath BIOS is included in its platform hardware CI and is not separately enumerated.)

3. Assure EC 4.11 for Novell Software:

e Software on the MicroServer: Request Agent, Assure Reference Monitor (ARM), Packet Fil-
ter, NIC Driver, Installation/Maintenance Utilities, Link Support Layer, NetWare Client ISANIC
Driver, Libraries, Novell DOS (NDOS) (including IBMBIO.COM, IBMDOS.COM, COMMAND.COM),
and the following external utilities: CHKDSK, DISKCOPY, DISKOPT, DOSBOOK, EDIT,
EMM386, FDISK, FORMAT, SET, SETUP, AND XCOPY.

e Software on the Platform: Platform BIOS, Redirector, NetWare Admin Utilities (e.g., ASAP,
AUDIT, DRWHOHAS), Link Support Layer, NetWare Client, ISANIC Driver, Libraries and
Assure Admin Utilities, NDOS (including IBMBIO.COM, IBMDOS.COM, COMMAND.COM),
the following external utilities: CHKDSK, DISKCOPY, DISKOPT, DOSBOOK, EDIT, EMM386,
FDISK, FORMAT, SET, SETUP, AND XCOPY), and MS-DOS (including 10.SYS, MSDOS.SYS,
COMMAND.COM), and the following external utilities: CHKDSK, DISKCOPY, DISKOPT,
DOSBOOK, EDIT, EMM386, FDISK, FORMAT, SET, SETUP, AND XCOPY.

e Trusted programs which are part of the Assure EC 4.11 for Novell TCB but are stored on a
NetWare 4.11 Server are as follows:

— AUDITCON

— FILER

— MAP

— NETADMIN

— PARTMGR

— PCONSOLE

— PRINTCON

— PRINTDEF

120
16 December 1997



Tracor Assure EC 4.11 for Novell FER
9.5. RAMP

4. Security Test Suite: All software and hardware required to perform security testing on the Assure EC
4.11 for Novell.

5. Novell Documentation controlled during RAMP:

e Assure EC 4.11 Workstation Component Meeting the Trusted NetWare Requirements (WMTNR)
e Assure EC 4.11 Workstation Component Philosophy of Protection (WPOP)

e Assure EC 4.11 Workstation Component Informal Security Policy Model (WISPM)
e Assure EC 4.11 Workstation Component Architecture Summary Document (WASD)
e Assure EC 4.11 Workstation Component Evaluated Configuration Manual (WECM)
e Assure EC 4.11 Workstation Component Functional Specification (WFS)

e Assure EC 4.11 Workstation Component Detail Design (WDD)

e Assure EC 4.11 Workstation Component Object Reuse Study (WORS)

e Assure EC 4.11 Workstation Component Rating Maintenance Plan (WRMP)

e Assure EC 4.11 Workstation Component Test Matrix Document (WTMD)

e Assure EC 4.11 Workstation Component Test Guide (WTGQG)

o Assure EC 4.11 Workstation Component Test Plan (WTP)

o Assure EC 4.11 Workstation Component Test Procedures (WTPR)

e Assure EC 4.11 Workstation Component Test Results (WTR)

o Assure EC 4.11 Workstation Component Trusted Facility Manual (WTFM)

o Assure EC 4.11 Workstation Component Security Features User’s Guide (WSFUG)

9.5.3 Security Analysis Process

During the security analysis process, proposed changes to the workstation hardware, software and firmware
are analyzed to determine the security impact. Security analysis is performed to ensure that new and
modified security relevant features are properly identified, tracked, tested, and implemented. The security
analysis process consists of the following:

1. A proposed change is identified by a Change Request (CR).

2. The CR is examined by a vendor security analyst (VSA) to determine its security relevance. A change is
considered to be security relevant if its implementation involves: altering code or documentation within
the TCB boundary, changing the TCB boundary, indirectly affecting the function of TCB elements,
directly affecting any mechanism which implements identified security policies, or directly affecting the
maintenance of security data. The VSA follows the following procedures:

e Reviews the CR
e Proposes alternate solutions if applicable

Evaluates solutions

e Verifies that solutions do not violate security policy

o Verifies that solutions do not bypass system protections
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10.

e Checks source code and design documentation where applicable to determine interactions with
other ClIs.

The Configuration Review Board (CRB) approves or rejects CRs and creates Revision Notices (RNs)
for approved security relevant changes to the system.

. RN implementation is verified by the Configuration Management Administrator.

Tracking of security relevant changes is maintained by RNs and by a version control system.

Integration testing is performed as part of change implementation and tests only the interfaces and
functions that involve changed code.

Review of security test coverage: A complete run of the security test suite will be made before each
RAMP TRB. Minor bugs found during security testing are corrected by returning the RN with docu-
mentation to the implementor of the original RN. Major problems are corrected via a CR.

The Rating Maintenance Report (RMR): The VSA is responsible for producing the RMR and defending
it before the TRB. The RMR provides evidence assembled during the product development cycle
demonstrating that product trust has been upheld. The evidence is collected as it accumulates during
analysis, development, testing, and configuration audit of individual changes. System test evidence
and CRB minutes are also included.

CRB review: a final review of each release is carried out before submitting evidence to the NCSC and
releasing the product.

NCSC review: RAMP evidence will be submitted to the NCSC TRB for the new release. Problems
with the RMR found during presentation of the evidence to the TRB, will be handled by the same
process as design flaws and bugs found during system test or CRB review.

9.5.4 Configuration Management

Continuous control and analysis of new features is maintained by the release control system as follows:

o Software Releases - For a new release of NTCB or test security suite software, the following procedures

will apply:
1. Check out the revision associated with the RN for each file from the master version control system
library.
2. Make the modifications as specified in the RN.
3. Check the files back into the version control system, attaching the RN number as a label.

4. Get a Read-Only copy of the updated files out of the system and compile the new executable from
source.

5. Check the new executable into the master version control system library.

6. Install a copy of the updated executable into the test environment and run the system test
programs to determine that the software correctly performs its documented security functions
within the overall system.
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In order to make a new distribution, the updated executables will be identified collectively within
CM records as belonging to a new workstation component release, such as 1.0x.

e Hardware Releases - For a new release of NTCB hardware, the following procedures will apply:

1.

Check out the revision associated with the RN for the hardware design document from the master
version control system library.

Make the RN-specified modifications to the hardware design information and coordinate produc-
tion of the new hardware with the responsible organization. Instructions for physical application
of component revision numbers must be supplied to the producing organization along with the
design information.

3. Check the files back into the version control system, attaching the RN number as a label.

Run the system test programs to determine that the hardware correctly performs its documented
security functions within the overall system.

In order to make a new distribution, the updated hardware components will be identified collec-
tively within CM records as belonging to a new workstation component release, such as 1.0x.

e Firmware Releases - For a new release of NTCB firmware, the following procedures will apply:

1.

Check out the revision associated with the RN for the firmware source files from the master version
control system library.

. Make the RN-specified modifications to the firmware files.

3. Check the updated files back into the version control system, attaching the RN number as a label.

. Get a Read-Only copy of the updated files out of the system and compile the new executable from

source.

. Check the new executable into the master version control system library.

. Provide the program executables to the production facility for incorporation into the appropri-

ate hardware component, along with instructions for physical application of component revision
numbers.

Install a copy of the updated firmware into the test environment and run the system test programs
to determine that the firmware correctly performs its documented security functions within the
overall system.

. In order to make a new distribution, the updated firmware will be identified collectively within

CM records as belonging to a new workstation component release, such as 1.0x.

e Documentation Releases - For new releases of documentation configuration items, the following proce-
dures will apply:

1.
2.
3.

Check out the current document revision from the master version control system library.
Make the document modifications as specified in the RN.

Update the document’s release number from 1.x to 1.x+1, and update the document’s release
date to correspond to the date of the new release.

Check the document file back into the version control system, attaching the RN numbers as a

label.
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5. Get a Read-Only copy of the updated files out of the system for print-out and subsequent hard-
copy archival of the document. When a new distribution of the workstation component occurs, the
updated document will be identified within CM records as belonging to the new system release,
such as 1.0x.

e System Test - System testing is an important part of the overall release process since it is at this point
that the entire network is checked against the test suite. Integration testing performed as part of change
implementation checks only the interfaces and functions that involve the changed code. Problems that
were not apparent to the VSA, CRB, or software engineer can be identified through system test before
the product is released to the field. A complete run of the security test suite will be made before each
RAMP TRB. If new design flaws or major problems are found, they will be reported by filing a CR.
Minor bugs (implementation errors) can be corrected by returning the RN with documentation to the
engineer that handled the original RN.

e CRB Review - The CRB performs a final review of each release before submitting evidence to the NCSC
and releasing the product. The CRB affirms that the design, documentation, and test recommendations
of the CRB have been correctly executed. During a final review of each release, the CRB will have the
following options:

1. Approve the release and turn it back to the VSA to complete the RMR and the presentation of
evidence.

2. Hold up the release until one or more bugs have been corrected. The bug will be fixed, re-tested,
incorporated in the CM system, and re-submitted to the CRB.

3. Reject the release for design flaws, in which case the CRB will file a new CR and deficiencies are
corrected. Modified software will be autdited by the CM Administrator, checked into the master
version control system library, re-tested and resubmitted to the CRB.

4. when the CRB gives final approval for the release, it will be entered into the Release Directory
with a unique release identifier.

9.5.5 RAMP Evidence

When new functionality is added, the RAMP evidence provided to the TRB to support the change will
consist of the following;:

e Version control system: contains the revision history of each software CI.

e Documentation: word processing source files, printed copy, source code and executable code all main-
tained by the version control system.

e Change processing application: a database with information on the CRs, ECOs, and RNs.
e CRB records and minutes.
e The RMR

e Other documentation such as the RAMP Plan with change bars showing changes since the previous
RMR submission, the FER addendum describing changes to the evaluated product, and the proposed
product description for the version of the workstation component that is a candidate for the new EPL
entry.
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9.5.6 RAMP Reporting

The VSA will post a quarterly status report to the vendor forum containing the following:

e Product identification

e Accomplishments for the quarter

e Plans for next quarter

e Major milestones

e QOutstanding technical issues and concerns
e Outstanding management issues

e Membership list of TPEP and vendor technical and managerial leaders.

9.5.7 System Failure Procedures

Errors in released products and potentially exploitable security problems are filed as a CR, and assigned to
a VSA for analysis. The CRB will meet and thereafter the Vendor Business Point of Contact (VBPOC) will
notify the TPOC of the problem and of the schedule established for resolution.

9.5.8 RAMP Audit procedures

RAMP audit is conducted during each RAMP Cycle. It involves VSA examination of the RAMP evidence
to verify that only approved changes have been implemented, that all Cls have been updated consistently,
and that security analysis has been performed.

9.5.9 RAMP for MS-DOS

RAMP for MS-DOS, which runs in administrative mode on the Platform, and for which source code is
unavailable, will be carried out as follows:

e Change in the base MS-DOS product will be determined by noting a MS-DOS version change.

e Feature descriptions and new product documentation from the vendor will be used to determine what
has changed and whether it is security relevant.

e Security analysis will consist of the following:
— The VSA will base analysis on a comparison of the documented features for the current release
and the candidate release.

— The VSA will review and analyze each changed feature within the context of the workstation
component architecture.
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— The VSA will concentrate on the changes to MS-DOS that pertain to loading, executing, and
providing run-time support for administrative programs.

— In administrative mode, MS-DOS, NetWare, and Assure administrative utilities run in the same
address space, therefore any change in MS-DOS constitutes a change to the code within the work-
station NTCB partition. However, MS-DOS does not implement any of the workstation’s security
policies and can be viewed much the same as a run-time library that supports the administrative
utilities.

— The VSA can disregard changes to MS-DOS not used by the Platform administrative software or
not used in an administrative mode session.

e Release Control: For non-source products, Novell will not have visibility into the implementation of
individual changes. A new candidate release of MS-DOS, for example, is handled by Novell as a package
of changes that, taken together, either does or does not violate the security provided by the workstation
component. Thus, if any individual change to MS-DOS cannot be justified, then the entire release of
MS-DOS cannot be used in the evaluated configuration.

e The entire security test suite will be re-run.
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Evaluation as a C24+ DI Network Component

10.1 Discretionary Access Control

Requirement

The TCB shall define and control access between named users and named objects (e.g., files
and programs) in the ADP system. The enforcement mechanism (e.g., self/group/public controls,
access control lists) shall allow users to specify and control sharing of those objects by named
individuals, or defined groups of individuals, or by both, and shall provide controls to limit
propagation of access rights. The discretionary access control mechanism shall, either by explicit
user action or by default, provide that objects are protected from unauthorized access. These
access controls shall be capable of including or excluding access to the granularity of a single
user. Access permission to an object by users not already possessing access permission shall only
be assigned by authorized users.

TNI Interpretation

The discretionary access control (DAC) mechanism(s) may be distributed over the partitioned
NTCB in various ways. Some part, all, or none of the DAC may be implemented in a given
component of the network system. In particular, components that support only internal subjects
(i.e., that have no subjects acting as direct surrogates for users), such as a public network packet
switch, might not implement the DAC mechanism(s) directly (e.g., they are unlikely to contain
access control lists).

Identification of users by groups may be achieved in various ways in the networking environ-
ment. For example, the network identifiers (e.g., internet addresses) for various components (e.g.,
hosts, gateways) can be used as identifiers of groups of individual users (e.g., “all users at Host
A7 “all users of network Q”) so long as the individuals involved in the group are implied by the
group identifier. For example, Host A might employ a particular group-id, for which it maintains
a list of explicit users in that group, in its network exchange with Host B, which accepts the
group-id under the conditions of this interpretation.

For networks, individual hosts will impose need-to-know controls over their users on the basis
of named individuals — much like (in fact, probably the same) controls used when there is no
network connection.

When group identifiers are acceptable for access control, the identifier of some other host may
be employed, to eliminate the maintenance that would be required if individual identification of
remote users was employed. In class C2 and higher, however, it must be possible from that audit
record to identify (immediately or at some later time) exactly the individuals represented by a
group identifier at the time of the use of that identifier. There is allowed to be an uncertainty
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because of elapsed time between changes in the group membership and the enforcement in the
access control mechanisms.

The DAC mechanism of a NTCB partition may be implemented at the interface of the refer-
ence monitor or may be distributed in subjects that are part of the NTCB in the same or different
component. The reference monitor manages all the physical resources of the system and from
them creates the abstraction of subjects and objects that it controls. Some of these subjects and
objects may be used to implement a part of the NTCB. When the DAC mechanism is distributed
in such NTCB subjects (i.e., when outside the reference monitor), the assurance requirements
(see the Assurance section) for the design and implementation of the DAC shall be those of class
C2 for all networks of class C2 or above.

When integrity is included as part of the network discretionary security policy, the above
interpretations shall be specifically applied to the controls over modification, viz, the write mode
of access, within each component based on identified users or groups of users.

TCSEC Interpretations

e C1-CI-02-86: Discretionary Access Control

The configuration is allowed as described above [An operating system allows the ability for a
user to authenticate himself to the TCB and connect directly to another user’s process, if the
connecting userid has been specifically granted this access by an authorized user. If that is
the case, the connection is allowed and the event is logged when the connection is made and
when it is disconnected. This may be thought of as a type of interprocess communication in
which two or more cooperating users may share the abilities of one process. The mechanism
cannot function unless the owner of the target process has taken some specific action which
allows this type of interprocess communication to occur]. If users of the ADP system are
authenticated and have been authorized the ability to connect to another user’s process,
then DAC is not compromised, provided that the establishment of the path is auditable. In
a B1 or higher level system, mandatory flow policies of the system must also be enforced.

e C1-CI-03-86: Discretionary Access Control

A system, to pass the Discretionary Access Control requirements at the C2 level and higher,
must provide protection by default for all objects at creation time. This may be done
through the enforcing of a restrictive default access control on newly created objects or
by requiring the user to explicitly specify the desired access controls on the object when
he requests its creation. In either case, there shall be no window of vulnerability through
which unauthorized access may be gained to newly created objects.

e 1-0002: Delayed Revocation Of DAC Access

This interpretation is effective 1993-10-20 and applies to Discretionary Access Control,
classes C1, C2, B1, B2, B3 and Al.

The following interprets the requirement that “The TCB shall define and control access
between named users and named objects (e.g., files and programs) in the ADP system.”

A TCB is not required to provide any mechanism for the immediate revocation of DAC
access to an object where access has already been established (e.g., opened) when access to
that object is reduced. It is sufficient for the SFUG and other documentation to describe the
product’s revocation policy. However, a change in DAC permissions shall have an immediate
effect on attempts to establish new access to that object.
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e 1-0020: DAC Authority For Assignment

This interpretation is effective 1993-10-20 and applies to Discretionary Access Control,
classes C1, C2, B1, B2, B3 and Al.

Starting at C1 the following interprets the requirement that “The enforcement mechanism ...
shall allow users to specify and control sharing ...” At C2 it also interprets the requirement
that “Access permission ... shall only be assigned by authorized users.”

A TCB need not provide all users with the capability to control the sharing of objects.
A DAC policy where only system administrators assign access to objects can satisfy the
DAC requirement. The SFUG shall clearly identify the roles or user types (e.g., system
administrator) who can control sharing.

e 1-0312: Set-ID And The DAC Requirement

This interpretation is effective 1994-04-19 and applies to Discretionary Access Control,
classes C1, C2, B1, B2, B3 and Al.

The following interprets the entire DAC requirement and applies to products that implement
a mechanism similar to the set-user ID/set-group ID (set-ID) mechanism defined in IEEE
Standard P1003.1.

The set-ID mechanism can be part of an acceptable DAC implementation.

e 1-0222: Passwords Not Acceptable For DAC

This interpretation is effective 1994-12-05 and applies to Discretionary Access Control,
classes C1, C2, B1, B2, B3 and Al.

The following interprets the requirement that “The enforcement mechanism (e.g., self/group/
public controls, access control lists) shall allow users to specify and control sharing of those
objects by named individuals or defined groups or both.”

The TCB shall not depend solely on passwords as an access control mechanism. If passwords
are employed as part of an access control mechanism, they shall not be considered sufficient
to satisfy any aspect of the DAC requirement.

e I-0053: Public Objects And DAC

This interpretation is effective 1995-01-12 and applies to Discretionary Access Control,
classes C1, C2, B1, B2, B3 and Al.

The following interprets the entire Discretionary Access Control requirement.

An object for which the TCB unconditionally permits all subjects “read” access shall be
considered a public object, provided that only the TCB or privileged subjects may create,
delete, or modify the object. No discretionary access checks or auditing are required for
“read” accesses to such objects. Attempts to create, delete, or modify such objects shall be
considered security-relevant events, and, therefore, controlled and auditable. Objects that
all subjects can read must be, implicitly, system low.

Applicable Features

The Assure EC 4.11 for Novell Discretionary Access Control (DAC) policy mechanisms and enforcement
are discussed in Section 8.2, Discretionary Access Control, page 99. The named objects are discussed in
Section 7.3, Objects, page 90 and the other protected resources are discussed in Section 7.4, Other Protected
Resources, page 91. Named objects on the Assure EC 4.11 for Novell consist of Novell DOS (NDOS) files and
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directories stored on the hard disk system connected to the MicroServer and accessed from the Platform. The
other protected resources consist of the Input/Output Ports located on the ISA system bus. Access to named
objects and the other protected resources is mediated by separate DAC policy enforcement mechanisms.

Access Control List (ACL) mechanisms are used for named objects. The ACLs consist of pathname spec-
ifiers and access right settings and are attributes of users (i.e., subjects). Each subject has component
ACL attributes that include access right settings to protected named objects. When a user logs into the
workstation the TCB uses this ACL component, along with ACL components for each group the user is a
member of, to build a consolidated ACL that will be used to mediate all object access requests the user can
make. Subsequently, whenever the user requests access to an NDOS file or directory the TCB will use the
consolidated ACL to determine DAC access to the requested object.

ACLs are user attributes and consist of pathnames and access rights for every object that the user subject
may access.

A user’s component ACL attributes are created and assigned by the system administrator and can only be
changed by the system administrator during an administrative session. Access rights can not be propagated
by ordinary users. This is a centralized model of DAC control.

Objects have default DAC settings inherited from either the containing directory where a new object is
created, or from an ACL attribute setting that was initialized prior to the creation of the object.

The ACL attributes permit users to specifically be denied access to named objects.

A separate DAC policy and mechanism exists for the other protected resources (i.e., I/O Ports). User
port-access attributes are used along with Flexible Port Protection (FPP) (see Section 4.3.3, Flexible Port
Protection, page 38 for a description of the operation of this device) to mediate access by users to these
resources. User’s access to I/O Ports is determined at login time and each access attempt is checked against
the complied list of those ports which the user is permitted to access.

The Assure EC 4.11 for Novell defines the DAC policy only for objects implemented within the Assure EC
4.11 for Novell NTCB partition; objects in remote partitions (in particular files located on a NetWare 4.11
Server) are controlled remotely.

The DAC mechanisms in the Assure EC 4.11 for Novell are an integral part of the TCB, and are not
distributed. They are implemented with assurance equivalent to that for other security mechanisms.

Revocation of access to objects is done by administrative users and becomes effective at the next user login.
There is no set-ID mechanism in the Assure EC 4.11 for Novell.
Passwords are not employed as part of the access control mechanism.

All named objects are represented by an ACL entry and no subjects have unconditional read access. The
Platform CMOS and other hardware storage resources can be considered as public objects, however, their
contents are overwritten by system power cycle between each user session.

Conclusion

Assure EC 4.11 for Novell satisfies the C2 Discretionary Access Control requirement.
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10.2 Object Reuse

Requirement

All authorizations to the information contained within a storage object shall be revoked prior
to initial assignment, allocation or reallocation to a subject from the TCB’s pool of unused storage
objects. No information, including encrypted representations of information, produced by a prior
subject’s actions is to be available to any subject that obtains access to an object that has been
released back to the system.

TNI Interpretation

The TCB shall ensure that any storage objects that it controls (e.g., message buffers under
the control of an TCB partition in a component) contain no information for which a subject in
that component is not authorized before granting access. This requirement must be enforced by
each of the TCB partitions.

TCSEC Interpretation

¢ 1-0041: Object Reuse Applies To All System Resources

This interpretation is effective 1994-04-19 and applies to Object Reuse, classes C2, Bl,
B2, B3 and Al.

The following interprets all of the Object Reuse requirement.

Analysis for residual data shall be performed on all sharable objects and their attributes
(i.e., objects to which MAC or DAC are applied) and other system resources (e.g., stacks,
process memory).

Applicable Features

The Assure EC 4.11 for Novell object reuse policy mechanisms and an enumeration of storage objects are
discussed in Section 8.3, Object Reuse, page 106. No information produced by a prior subject’s actions is
available to any subject that obtains access to an object that has been released to the system, because prior
to release, objects are either overwritten, or cleared by logout.

Object reuse on the Assure EC 4.11 for Novell is implemented for both the MicroServer and the Platform.
On the MicroServer, storage objects fall into two categories: disk blocks, and other storage objects. Object
reuse of disk blocks is controlled at the file and directory levels by overwriting upon allocation or reallocation.
Object reuse of other MicroServer storage objects is prevented because the MicroServer is within the TCB
which cannot be accessed by untrusted users or user software. In addition, these other MicroServer storage
objects are also cleared by power-cycling. Object reuse of Platform storage objects is prevented by power-
cycling the Assure EC 4.11 for Novell, which reinitializes these storage objects. Padded ethernet packets
received from the NetWare 4.11 Server have their padding overwritten with zeros by the MicroServer before
they are passed to the Platform thereby preventing subsequent subjects from obtaining data from them.
Dual-ported RAM is cleared during workstation initialization.
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Conclusion

Assure EC 4.11 for Novell satisfies the C2 Object Reuse requirement.

10.3 Identification and Authentication

Requirement

The TCB shall require users to identify themselves to it before beginning to perform any
other actions that the TCB is expected to mediate. Furthermore, the TCB shall use a protected
mechanism (e.g., passwords) to authenticate the user’s identity. The TCB shall protect authen-
tication data so that it cannot be accessed by any unauthorized user. The TCB shall be able to
enforce individual accountability by providing the capability to uniquely identify each individual
ADP system user. The TCB shall also provide the capability of associating this identity with all
auditable actions taken by that individual.

TNI Interpretation

The requirement for identification and authentication of users is the same for a network system
as for an ADP system. The identification and authentication may be done by the component
to which the user is directly connected or some other component, such as an identification and
authentication server. Available techniques, such as those described in the Password Guideline!,
are generally also applicable in the network context. However, in cases where the NTCB is
expected to mediate actions of a host (or other network component) that is acting on behalf of a
user or group of users, the NTCB may employ identification and authentication of the host (or
other component) in lieu of identification and authentication of an individual user, so long as the
component identifier implies a list of specific users uniquely associated with the identifier at the
time of its use for authentication. This requirement does not apply to internal subjects.

Authentication information, including the identity of a user (once authenticated) may be
passed from one component to another without reauthentication, so long as the NTCB protects
(e.g., by encryption) the information from unauthorized disclosure and modification. This pro-
tection shall provide at least a similar level of assurance (or strength of mechanism) as pertains
to the protection of the authentication mechanism and authentication data.

TCSEC Interpretation
e C1-CI-04-86: Identification and Authentication

The accepted interpretation is that the operator’s console will be defined as stated above
[device(s) that the operating system recognizes (as a result of hardware configuration) as
a special device from which system operators perform their duties. This device must be
protected by the same, or equivalent, physical protection mechanisms that protect the TCB
hardware] and will be considered an exception to the C1, C2, and Bl identification and
authentication requirements. This definition supercedes that found in criteria interpretation

1 Department of Defense Password Management Guidelines, CSC-STD-002-85
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C1-CI-02-83. The key to this revised definition is the special status of the console, and the
physical protection that must be provided. Those consoles outside the physical perimeter of
the computer room must be protected by the same physical and procedural mechanisms as
the system hardware itself, or must require the use of an identification and authentication
mechanism under control of the TCB.

To meet the various audit requirements, if multiple operator’s consoles are used, the TCB
must generate an audit record that identifies from which particular console the auditable
event originated. In addition, the trusted facility manual must explain that a log should be
maintained of who had access to any particular operator’s console at any particular time.
Even if only one console is available, such a record is necessary to trace specific events to
specific individuals.

The exception to identification and authentication requirements provided by this interpre-
tation does not extend to B2, B3, OR A1 systems. Computer operators of these higher level
systems must individually identify and authenticate themselves by means of a mechanism
under the control of the TCB.

1-0240: Passwords May Be Used For Card Input

This interpretation is effective 1993-10-20 and applies to Identification and Authenti-
cation, classes C1, C2, B1, B2, B3 and Al.

The following interprets the requirement that “Furthermore, the TCB shall use a protected
mechanism (e.g., passwords) to authenticate the user’s identity. The TCB shall protect
authentication data so that it cannot be accessed by any unauthorized user.”

The card input of batch jobs may contain human-readable user passwords. The TFM and
the SFUG for the product shall explain the risks in placing passwords on card input and
shall suggest procedures to mitigate that risk.

1-0096: Blanking Passwords

This interpretation is effective 1994-04-18 and applies to Identification and Authenti-
cation, classes C1, C2, B1, B2, B3 and Al.

The following interprets the requirement that “The TCB shall protect authentication data
so that 1t cannot be accessed by any unauthorized user.”

The TCB shall not produce a visible display of any authentication data entered through the
keyboard (e.g., by echoing).

I1-0288: Actions Allowed Before I& A

This interpretation is effective 1994-04-18 and applies to Identification and Authenti-
cation, classes C1, C2, B1, B2, B3 and Al.

The following interprets the requirement that “The TCB shall require users to identify
themselves to it before beginning to perform any other actions that the TCB is expected to
mediate.”

Prior to having been identified and authenticated by the TCB, a user communicating with

the TCB may be allowed to perform only those actions that would not require TCB medi-
ation.

1-0001: Delayed Enforcement Of Authorization Change

This interpretation is effective 1994-04-19 and applies to Identification and Authenti-
cation, classes C1, C2, B1, B2, B3 and Al.
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The following interprets the requirements that at C1 “The TCB shall protect authentication
data so that it cannot be accessed by any unauthorized user.” and at B1 “Furthermore,
the TCB shall maintain ... information for determining the clearance and authorizations of
individual users. This data shall be used ... to ensure that the security level and authoriza-
tions of subjects external to the TCB that may be created to act on behalf of the individual
user are dominated by the clearance and authorization of that user.”

If a TCB supports security-relevant authorizations then it shall provide a method for imme-
diate enforcement of removing those authorizations. However, the immediate method (e.g.,
shutting the system down) need not be the usual method for enforcement. The TFM shall
describe both the usual enforcement of granting and removing authorizations and, if the
immediate enforcement method is different from the usual one, how an administrator can
cause immediate enforcement.

e 1-0234: One-Time Authentication Mechanisms Can Be Acceptable

This interpretation is effective 1995-07-11 and applies to Identification and Authenti-
cation, classes C1, C2, B1, B2, B3 and Al.

The following interprets the requirements that “Furthermore, the TCB shall use a protected
mechanism (e.g., passwords) to authenticate the user’s identity.”

Single-use authentication mechanisms, such as one-time password devices, can be part of an
acceptable Identification and Authentication mechanism.

e 1-0314: Password Changes Do Not Require Authentication

This interpretation is effective 1995-07-11 and applies to Identification and Authenti-
cation, classes C1, C2, B1, B2, B3 and Al.

The following interprets the requirement that “The TCB shall protect authentication data
so that it cannot be accessed by any unauthorized user.”

It is not necessary that requests to modify authentication data require reauthentication of
the requester’s identity at the time of the request.

Applicable Features

Each user of Assure EC 4.11 for Novell is identified and authenticated before any use can be made of the
component. The workstation TCB, the MicroServer, authenticates each user who logs in to the workstation
after the MicroServer is initialized, but before the Platform initialization is completed. During I&A, the
workstation is in terminal emulation mode. Only one user can login to the workstation. The TCB also
participates in the authentication of the workstation user when the user requests to login to NetWare any
time after the user session is established.

User authentication is performed by entering the workstation user name and a password, see Section 8.1,
Identification and Authentication, page 93 for a detailed description of how the entered password is encrypted
and compared with the TCB-protected password of the user stored in the user database on the workstation.
Refer to Section 3.3.1.3, Assure Global User, page 22 for other 1&A-related characteristics.

The Assure EC 4.11 for Novell TCB also participates with the untrusted software on the Assure EC 4.11 for
Novell in the user authentication by NetWare. After the user has successfully authenticated to the Assure EC
4.11 for Novell, the TCB prompts the user for the server password; the NetWare user name is not required
to be entered by the user, it is already stored in the user database. The TCB verifies that this password
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is correct; this verification does not mean that the user is logged into NetWare, however. Subsequently the
user initiates the LOGIN utility on the Platform. The user’s password and NetWare user name are managed
by the TCB to assist the user in logging into NetWare in a manner such that the authentication-related
data are not disclosed to the untrusted software on the Assure EC 4.11 for Novell. For the details on this
1& A-related support provided by the TCB, refer to Section 8.1.3, NetWare 1&A Support Policy, page 95.

The authentication data is protected on the workstation by DAC and encryption. This data is downloaded
by the TCB from the NetWare server each time the workstation is power cycled. This data, while stored on
the server, is only accessible by the system administrator.

Each user has a unique workstation user name, login name, and password that is used for identifying and
authenticating the user to the workstation. Users may have multiple user names to reflect multiple roles. In
the evaluated configuration ordinary and administrative users are supported. All requests for the workstation
resources by the Platform are mediated by the TCB using the workstation user name. Each audited event
in the Assure EC 4.11 for Novell is associated with the workstation user name who initiated the action.

The authentication data that is exchanged between the Assure EC 4.11 for Novell TCB and the server over
the network is assumed to be physically protected and there are no untrusted components residing in the
network.

Passwords for both the Assure EC 4.11 for Novell and server components are never echoed nor displayed.

The Assure EC 4.11 for Novell does not allow a user to perform any actions prior to identification and
authentication.

A user’s authorizations cannot be changed while that user is logged into the Assure EC 4.11 for Novell.
Changes only become effective after the beginning of the next session. Immediated enforcement of autho-
rization changes can only be accomplished by shutting the system down.

Conclusion

Assure EC 4.11 for Novell satisfies the C2 Identification and Authentication requirement.

10.4 System Architecture

Requirement

The TCB shall maintain a domain for its own execution that protects it from external inter-
ference or tampering (e.g., by modification of its code or data structures). Resources controlled
by the TCB may be a defined subset of the subjects and objects in the ADP system. The TCB
shall isolate the resources to be protected so that they are subject to the access control and
auditing requirements.
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TNI Interpretation

The system architecture criterion must be met individually by all NTCB partitions. Imple-
mentation of the requirement that the NTCB maintain a domain for its own execution is achieved
by having each NTCB partition maintain a domain for its own execution. Because each compo-
nent is itself a distinct domain in the overall network system, this also satisfies the requirement
for process isolation through distinct address spaces in the special case where a component has
only a single subject.

The subset of network resources over which the NTCB has control is the union of the sets of
resources over which the NTCB partitions have control. Code and data structures belonging to
the NTCB, transferred among NTCB subjects (i.e., subjects outside the reference monitor but
inside the NTCB) belonging to different NTCB partitions, must be protected against external
interference or tampering. For example, a cryptographic checksum or physical means may be
employed to protect user authentication data exchanged between NTCB partitions.

Each NTCB partition provides isolation of resources (within its component) to be protected
in accord with the network system architecture and security policy so that “supporting ele-
ments” (e.g., DAC and user identification) for the security mechanisms of the network system are
strengthened compared to C2, from an assurance point of view, through the provision of distinct
address spaces under control of the NTCB.

As discussed in the Discretionary Access Control section, the DAC mechanism of a NTCB
partition may be implemented at the interface of the reference monitor or may be distributed
in subjects that are part of the NTCB in the same or different component. When distributed
in NTCB subjects (i.e., when outside the reference monitor), the assurance requirements for the
design and implementation of the DAC shall be those of class C2 for all networks of class C2 or
above.

TCSEC Interpretation

e 1-0213: Administrator Interface Is Part Of TCB

This interpretation is effective 1995-01-12 and applies to System Architecture, classes
C2, Bl, B2, B3 and Al.

The following interprets the requirement at C2 that “The TCB shall isolate the resources
to be protected so that they are subject to the access control and auditing requirements.”

Those components of the product that provide the interfaces required for performing ad-
ministrative actions shall be considered TCB components.

The “administrative actions” to which this interpretation applies shall be those that are
defined in the TFM to be performed by administrative personnel (e.g., operators, system
administrators, system security officers) while the product is in its secure operational state.
The TFM shall clearly identify which mechanisms are, and which are not, acceptable for
performing each administrative action.

Applicable Features

The Assure EC 4.11 for Novell architecture is described in Section 9.1, System Architecture, page 113.
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The TCB’s domain for its own execution consists of the MicroServer plug-in board containing an indepen-
dent CPU and processing domain. The operating system is protected from interference and tampering by
the hardware separation between the trusted MicroServer and untrusted Platform domains. Inter-domain
communication occurs only via a channel (i.e., the Dual Ported RAM (DPR)) that is controlled by the TCB.
Process isolation is enforced by the single user nature of the workstation where each user must login and
exclusively interact with the system. There is only one single untrusted subject executing on the system at
any time. Inter-workstation communication is not permitted by the workstation TCB.

All utilities used for administering the Assure EC 4.11 for Novell are part of the TCB and are documented
as such.

Conclusion

Assure EC 4.11 for Novell satisfies the C2 System Architecture requirement.

10.5 System Integrity

Requirement

Hardware and/or software features shall be provided that can be used to periodically validate
the correct operation of the on-site hardware and firmware elements of the TCB.

TNI Interpretation

Implementation of the requirement is partly achieved by having hardware and/or software
features that can be used to periodically validate the correct operation of the hardware and
firmware elements of each component’s NTCB partition. Features shall also be provided to
validate the identity and correct operation of a component prior to its incorporation in the
network system and throughout system operation. For example, a protocol could be designed that
enables the components of the partitioned NTCB to exchange messages periodically and validate
each other’s correct response. The protocol shall be able to determine the remote entity’s ability
to respond. NTCB partitions shall provide the capability to report to network administrative
personnel the failures detected in other NTCB partitions.

Intercomponent protocols implemented within a NTCB shall be designed in such a way as
to provide correct operation in the case of failures of network communications or individual
components. The allocation of mandatory and discretionary access control policy in a network
may require communication between trusted subjects that are part of the NTCB partitions in
different components. This communication is normally implemented with a protocol between the
subjects as peer entities. Incorrect access within a component shall not result from failure of an
NTCB partition to communicate with other components.

TCSEC Interpretation

e 1-0144: Availability Of Diagnostics
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This interpretation is effective 1994-11-16 and applies to System Integrity, classes C1, C2, Bl, B2,
B3 and Al

The following interprets the entire System Integrity requirement.

If the features provided by the vendor to meet this requirement cannot be exercised by the purchaser
of the product, the vendor shall make available appropriate services to use the features as needed to
meet the requirement. These services shall be available on an “on-demand” basis.

Applicable Features

As described in Section 9.2, System Integrity, page 115, the POSTs performed by the BIOSes (MBIOS for
the MicroServer, PBIOS for the platforms) ensure that most of the hardware can be tested. The hardware
tested includes the CPU, video, keyboard, memory, and standard PC hardware components (real time clock,
serial and parallel ports, etc.) on the platform; and the CPU, memory, ABI ASIC, IDE disk controller, DPR,
and ethernet controller on the MicroServer. The FPP of the MicroServer can be tested with the HARDTEST
program.

The watchdog timer function implemented between the server and workstation as part of NCP connection
maintenance provides a mechanism to ensure that the workstation and server are able to maintain com-
munications. Should the timer expire without communications occuring, the component will attempt to
re-establish the connection.

Conclusion

Assure EC 4.11 for Novell satisfies the C2 System Integrity requirement.

10.6 Security Testing

Requirement

The security mechanisms of the ADP system shall be tested and found to work as claimed
in the system documentation. Testing shall be done to assure that there are no obvious ways
for an unauthorized user to bypass or otherwise defeat the security protection mechanisms of the
TCB. Testing shall also include a search for obvious flaws that would allow violation of resource
isolation, or that would permit unauthorized access to the audit or authentication data.

TNI Interpretation

Testing of a component will require a testbed that exercises the interfaces and protocols of the
component including tests under exceptional conditions. The testing of a security mechanism of
the network system for meeting this criterion shall be an integrated testing procedure involving all
components containing an NTCB partition that implement the given mechanism. This integrated
testing is additional to any individual component tests involved in the evaluation of the network
system. The sponsor should identify the allowable set of configurations including the sizes of
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the networks. Analysis or testing procedures and tools shall be available to test the limits of
these configurations. A change in configuration within the allowable set of configurations does
not require retesting.

The testing of each component will include the introduction of subjects external to the NTCB
partition for the component that will attempt to read, change, or delete data normally denied. If
the normal interface to the component does not provide a means to create the subjects needed to
conduct such a test, then this portion of the testing shall use a special version of the untrusted
software for the component that results in subjects that make such attempts. The results shall
be saved for test analysis. Such special versions shall have an NTCB partition that is identical
to that for the normal configuration of the component under evaluation.

TCSEC Interpretation

¢ I-0170: Functional Tests Required For Object Reuse

This interpretation is effective 1994-04-18 and applies to Security Testing, classes C2,
Bi, B2, B3 and Al.

The following interprets the requirement that “The security mechanisms of the ADP system
shall be tested and found to work as claimed in the system documentation. Testing shall
be done to assure that there are no obvious ways for an unauthorized user to bypass or
otherwise defeat the security protection mechanisms of the TCB.”

TCB interface(s) that allow manipulation and review of the contents of a subject’s address
space and of other resources available at the TCB interface (storage and named objects,
devices) shall have functional tests included in the vendor test suite to supplement the
analysis for object reuse.

Applicable Features

The vendor developed a suite of tests which systematically demonstrate the security mechanisms of the
Assure EC 4.11 for Novell, see Section 9.3, Vendor Security Functional Testing, page 115. During the course
of developing the test suite, the vendor documented the philosophy of testing, the testable assertions derived
from the design documentation, an overview of the test code, and the procedures used to execute the tests.
The test documentation was reviewed by the team and 1t was determined that the tests adequately cover the
workstation security mechanisms. Individual tests can be traced from their descriptions back to the testable
assertion, and to the security mechanism defined in the design documentation.

The tests were conducted and found to execute as described in the test documentation. No ways were found
for an unauthorized user to defeat the security and the TCB protected itself and its resident resources (i.e.
audit records, I&A data, etc.)

The vendor test suite includes Object Reuse tests which verify:

e When a file is erased, all data blocks associated with the file are cleared to the defined fill pattern.

e When a file is truncated or opened in Create/Truncate mode, all storage past the current end-of-file
marker is cleared to the defined fill pattern.
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e Files that are opened and passed to the platform by the MicroServer are checked to confirm that all
data past the current end-of-file marker is filled with the defined pattern.

Object Reuse tests also verify that platform storage objects are reset between user sessions. CMOS updating
software was used to modify the workstation CMOS, but when the workstation was power-cycled, the
MicroServer overwrote the changes with its trusted CMOS data.

Conclusion

Assure EC 4.11 for Novell satisfies the C2 Security Testing requirement.

10.7 Security Features User’s Guide

Requirement

A single summary, chapter, or manual in user documentation shall describe the protection
mechanisms provided by the TCB, guidelines on their use, and how they interact with one
another.

TNI Interpretation

This user documentation describes user visible protection mechanisms at the global (network
system) level and at the user interface of each component, and the interaction among these.

TCSEC Interpretation

o 1-0244: Flexibility In Packaging SFUG

This interpretation is effective 1993-10-20 and applies to Security Features User’s Guide,
classes C1, C2, B1, B2, B3 and Al.

The following interprets the entire SFUG requirement.

All SFUG documentation shall be in a form that system administrators and users can read
at the time that an understanding of the topics covered is needed to use the system in a
secure manner (e.g, it shall not be required that the user login in order to read instructions
about how to login). The documents or portions of documents that make up the SFUG shall
be precisely identified. There are no further restrictions on the packaging (one document,
several documents, parts of several documents) or delivery (hardcopy, online) of the SFUG.

Applicable Features

The vendor has provided the Workstation Component Security Features User’s Guide. The document pro-
vides an overview of the system. The document provides descriptions of how to login and logout and a
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description of the general user commands for local file operations, I/O control, and server component file
operations. The guide also explains a user’s responsibilities for protecting passwords, hardware, removable
media, and warnings for proscribed user actions.

The SFUG will be supplied on standard media and format and will not require an Assure EC 4.11 for Novell
for review.

Conclusion

Assure EC 4.11 for Novell satisfies the C2 Security Features User’s Guide requirement.

10.8 Trusted Facility Manual

Requirement

A manual addressed to the ADP system administrator shall present cautions about functions
and privileges that should be controlled when running a secure facility. The procedures for
examining and maintaining the audit files as well as the detailed audit record structure for each
type of audit event shall be given.

TNI Interpretation

This manual shall contain specifications and procedures to assist the system administrator(s)
maintain cognizance of the network configuration. These specifications and procedures shall
address the following;:

1. The hardware configuration of the network itself;
2. The implications of attaching new components to the network;

3. The case where certain components may periodically leave the network (e.g., by crashing,
or by being disconnected) and then rejoin;

4. Network configuration aspects that can impact the security of the network system; (For
example, the manual should describe for the network system administrator the interconnec-
tions among components that are consistent with the overall network system architecture.)

5. Loading or modifying NTCB software or firmware (e.g., down-line loading).
The physical and administrative environmental controls shall be specified. Any assumptions

about security of a given network should be clearly stated (e.g., the fact that all communications
links must be physically protected to a certain level).

Additional TNI Network Component Interpretation

An [M-Component/D-Component/I-Component] must meet the requirement as stated except
for the words “The procedures for examining and maintaining the audit files as well as...” These
words are interpreted to mean “the mechanisms and protocols associated with exporting of audit
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data must be defined.” Also, the words “...to include changing the security characteristics of a
user” | shall not be applicable to an M-Component.

TCSEC Interpretations

e 1-0069: Flexibility In Packaging TFM
This interpretation is effective 1993-10-20 and applies to Trusted Facility Manual, classes
Cl1, C2, B1, B2, B3 and Al

The following interprets the requirement that “A manual addressed to the ADP system
administrator shall present cautions about functions and privileges that should be controlled
when running a secure facility.”

All TFM documentation shall be in a form that system administrators and users can read
at the time that an understanding of the topics covered is needed to use the system in a
secure manner (e.g., it shall not be required that the system be brought up in order to read
instructions about how to bring up the system). The documents or portions of documents
that make up the TFM shall be precisely identified. There are no further restrictions on
the packaging (one document, several documents, parts of several documents) or delivery
(hardcopy, online) of the TFM.

e 1-0046: Detailed Audit Record Structure

This interpretation is effective 1994-07-12 and applies to Trusted Facility Manual, classes
C2, B1, B2, B3 and Al.

The following interprets the requirement that “The procedures for examining and maintain-
ing the audit files as well as the detailed audit record structure for each type of audit event
shall be given.”

The documentation of the detailed audit record structure may describe either the raw records
produced by the audit mechanism or the output of an audit post-processing tool as long
as the records described contain the information specified in the audit requirement. If the
output of the audit post-processing tool is described, the tool is considered part of the TCB.

Applicable Features

The vendor provides a Trusted Facility Manual entitled Workstation Component Trusted Facility Manual
(WTFM). This document describes how to install and administer a Assure EC 4.11 for Novell within a
NetWare 4.11 Network. The manual provides guidance on workstation features that optimize the protections
offered by the product, how to take advantage of those features, and how to avoid pitfalls which might
compromise the security of the workstation. The manual identifies the authorized components of the network,
tells how to connect the workstation to the physically protected network, and how to install and maintain
the trusted software within the workstation. It describes the procedures for examining and maintaining
the audit files as well as the structure of the audit files and includes information on how audit records are
uploaded to a NetWare 4.11 server for storage. Warnings for proscribed administrator actions are specifically

1dentified.

The TFM describes how to configure new users and explains the capabilities of each user type (e.g., normal,
administrative, and installation user). It explains how normal and administrative users are fully subject
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to the file access mediation of the TCB, but that installation users are not. The TFM explains how the
workstation is not running in the evaluated configuration whenever an installation user is active.

The TFM includes general information on workstation hardware (e.g., a general description of a 80386 or
higher IBM-clone PC, the exact hardware description is contained in another document). It also provides
guidance on the implications of attaching new components to the network in the discussion of the inter-
connection rules where the administrator is made aware of the requirements vector limitations of both the
Assure EC and other permitted components.

The TFM also contains discussions of the implications of disconnecting and reconnecting workstations to
a network (the only disconnection limitation is that there must be at least one administrative workstation
located on the network, otherwise Assure workstations can be connected and disconnected at will).

The issue of down-line loading of NTCB software is dealt with by referencing the Novell documents that
describe the allowed administrative tools and their use. Warnings exist to remind the administrative user to
only use these tools while running in an administrative session so as to preserve the integrity of the NetWare
server.

The TFM will be supplied on standard media and format and will not require an Assure EC 4.11 for Novell
for review. In addition, the TFM can be reviewed from a system prior to its being configured into a Assure

EC 4.11 for Novell.

Conclusion

Assure EC 4.11 for Novell satisfies the C2 Trusted Facility Manual requirement.

10.9 Test Documentation

Requirement

The system developer shall provide to the evaluators a document that describes the test plan,
test procedures that show how the security mechanisms were tested, and results of the security
mechanisms’ functional testing.

TNI Interpretation

The “system developer” is interpreted as “the network system sponsor”. The description of
the test plan should establish the context in which the testing was or should be conducted. The
description should identify any additional test components that are not part of the system being
evaluated. This includes a description of the test-relevant functions of such test components and
a description of the interfacing of those test components to the system being evaluated. The
description of the test plan should also demonstrate that the tests adequately cover the network
security policy. The tests should include the features described in the System Architecture and
the System Integrity sections. The tests should also include network configuration and sizing.

143
16 December 1997



Tracor Assure EC 4.11 for Novell FER
CHAPTER 10. EVALUATION AS A C2+ DI NETWORK COMPONENT

TCSEC Interpretation
o 1-0281: Testing System Architecture Functions

This interpretation is effective 1995-07-11 and applies to Test Documentation, classes
Cl1, C2, B1, B2, B3 and Al

The following interprets the entire Test Documentation requirement, with respect to testing
mechanisms called for by the System Architecture requirement.

The test plan, procedures, and results shall incorporate tests of the TCB interfaces to
mechanisms used to isolate and protect the TCB from external interference.

Applicable Features

Tracor’s test documentation was developed in accordance with the PAT Guidance Working Group, Form
and Content of Vendor Test Documentation and includes the following documents:

e Workstation Component Test Matrix Document

o Workstation Component Test Guide

e Workstation Component Test Plan

e Workstation Component Test Procedures
These documents are organized according to the test matrixes. The workstation component software is
divided into “logical subsystems”; Local File System Services, Network Protocol Services, Authentication

Services, and Encryption Services. The logical subsystems have been cross-referenced by C2 criterion cate-

gories; DAC, OR, 1&A, and Audit Events.

The team conducted Test Coverage Analysis (TCA) and after several revisions, the vendor’s test documen-
tation was found to be acceptable.

During testing, vendor documentation was expanded to cover team tests which the vendor has included in
their test suite.

Conclusion

Assure EC 4.11 for Novell satisfies the C2 Test Documentation requirement.

10.10 Design Documentation

Requirement

Documentation shall be available that provides a description of the manufacturer’s philosophy
of protection and an explanation of how this philosophy is translated into the TCB. If the TCB
is composed of distinct modules, the interfaces between these modules shall be described.
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TNI Interpretation

Explanation of how the sponsor’s philosophy of protection is translated into the NTCB shall
include a description of how the NTCB is partitioned. The security policy also shall be stated.
The description of the interfaces between the NTCB modules shall include the interface(s) be-
tween NTCB partitions and modules within the partitions if the modules exist. The sponsor shall
describe the security architecture and design, including the allocation of security requirements
among components.

TCSEC Interpretation
e 1-0193: Standard System Books As Design Documentation

This interpretation is effective 1993-10-20 and applies to Design Documentation, classes
Cl1, C2, B1, B2, B3 and Al

The following interprets the requirement that “Documentation shall be available that pro-
vides a description of the manufacturer’s philosophy of protection and an explanation of
how this philosophy is translated into the TCB”.

Books describing the design and implementation of a system used as the basis for a trusted
system, but which are inaccurate or incomplete for the trusted system implementation, are
not sufficient as design documentation. Such books may partially fulfill the requirement
if additional documentation provides a complete description of all differences between the
book’s description and the actual system implementation, including a satisfactory descrip-
tion of any parts of the TCB not described in the book(s).

e 1-0192: Interface Manuals As Design Documentation

This interpretation is effective 1994-04-19 and applies to Design Documentation, classes
Cl1, C2, B1, B2, B3 and Al.

The following interprets the requirement that “Documentation shall be available that pro-
vides a description of the manufacturer’s philosophy of protection and an explanation of
how this philosophy is translated into the TCB.”

Interface-reference manuals (e.g., UNIX manual pages) are not sufficient, by themselves, as
TCB design documentation.

Applicable Features

The Assure EC 4.11 for Novell design documents include the Workstation Component Architecture Summary
Document, the Workstation Component Detailed Design, the Workstation Functional Specification, the
Workstation Object Reuse Study and the Workstation Philosophy of Protection. These documents provide
detailed design details for areas such as the MicroServer and Platform subsystems, the hardware used,
memory management, Input and Output, file management, network communications and protocols used,
and system initialization and shutdown. This documentation also includes the description of the security
policies and implementation of the security mechanisms, including DAC, 1&A, Auditing, and Object Reuse.

In addition, all significant aspects of TCB isolation and protection, and functionality are described in the
documents including Platform isolation, user roles, functioning of the DPR and FPP, the role of the dual
domain architecture, the role of the Packet Filter in connection with communications with a NetWare 4.11
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Server, and the roles of the Request Agent, Assure Resource Manager (ARM), the NIC Driver, the EBIOS
and the PBIOS in the MicroServer.

The Workstation Component Philosophy of Protection presents a description of the types of protection
provided by NetWare 4.11, and the resources protected by the Assure EC 4.11 for Novell. This includes
a brief overview of the hardware and software architectures. It also includes an overview of the TCB and
NTCB partition.

The Workstation Component Informal Security Policy Model and the Network Security Architecture and
Design together compose a security model for the Assure EC 4.11 for Novell.

All interface-reference manuals are supplemented by detailed design documents.

Conclusion

Assure EC 4.11 for Novell satisfies the C2 Design Documentation requirement.

10.11 Requirements Beyond C2

10.11.1 B1 Design Specification and Verification

Requirement

An informal or formal model of the security policy supported by the TCB shall be maintained
over the life cycle of the ADP system and demonstrated to be consistent with its axioms.

TNI Interpretation

The overall network security policy expressed in this model will provide the basis for the
mandatory access control policy expressed by the NTCB over the subjects and storage objects
of the entire network. The policy will also be the basis for the discretionary access control
policy exercised by the NTCB to control access of named users to named objects. Data integrity
requirements addressing the effects of unauthorized MSM need not be included in this model. The
overall network policy must be decomposed into policy elements that are allocated to appropriate
components and used as the basis for the security policy model for those components.

The level of abstraction of the model, and the set of subjects and objects that are explicitly
represented in the model, will be affected by the NTCB partitioning. Subjects and objects
must be represented explicitly in the model for the partition if there is some network component
whose NTCB partition exercises access control over them. The model shall be structured so that
the axioms and entities applicable to the individual network components are manifest. Global
network policy elements that are allocated to components shall be represented by the model for
the component.
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Additional TNI Network Component Interpretation

Note: The additional TNI network component interpretation for this requirement applies to
M-components only and is not relevant to the Assure EC 4.11 for Novell which provides only a

DAC policy.

Applicable Features

The Assure EC 4.11 for Novell has an informal security policy model that represents the workstation DAC
policy. The features of the model are described in Section 9.4.1, Informal Model, page 117. As a DAC model,
the TCSEC requirement to be consistent with its axioms is trivially satisfied. The Assure EC 4.11 for Novell
explicitly models the subjects and objects internal to its NCTB partition. It does not model user-server
connections or other aspects of the overall network policy.

Conclusion

Assure EC 4.11 for Novell satisfies the B1 Design Specification and Verification requirement.

10.11.2 B2 Trusted Path

Requirement

The TCB shall support a trusted communication path between itself and users for initial login and authen-
tication. Communications via this path shall be initiated exclusively by a user.

TNI Interpretation

A trusted path is supported between a user (i.e., human) and the NTCB partition in the component to
which the user is directly connected.

Applicable Features

The Assure EC 4.11 for Novell power cycle mechanism provides a trusted path to the TCB and results in
the workstation TCB initialization. The user is required to perform workstation 1&A immediately after
the MicroServer TCB is initialized. After the workstation 1&A is completed the user may optionally enter
the NetWare I&A-related support data (i.e., the NetWare password, and optionally a change in the current
NetWare password) to the TCB. The trusted path remains in effect until the Platform is initialized.
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Conclusion

Assure EC 4.11 for Novell satisfies the B2 Trusted Path requirement.?

10.11.3 B3 Discretionary Access Control
Requirement

The TCB shall define and control access between named users and named objects (e.g., files and programs)
in the ADP system. The enforcement mechanism (e.g., access control lists) shall allow users to specify
and control sharing of those objects, and shall provide controls to limit propagation of access rights. The
discretionary access control mechanism shall, either by explicit user action or by default, provide that objects
are protected from unauthorized access. These access controls shall be capable of specifying, for each named
object, a list of named individuals and a list of groups of named individuals with their respective modes
of access to that object. Furthermore, for each such named object, it shall be possible to specify a list of
named individuals and a list of groups of named individuals for which no access to the object is to be given.
Access permission to an object by users not already possessing access permission shall only be assigned by
authorized users.

TNI Interpretation

The DAC mechanism(s) may be distributed over the partitioned Network Trusted Computer Base (NTCB)
in various ways. Some part, or all, of the DAC may be implemented in a given component of the network
system. In particular, components that support only internal subjects (i.e., that have no subjects acting
as direct surrogates for users), such as a public network packet switch, might not implement the DAC
mechanism(s) directly (e.g., they are unlikely to contain access control lists).

Identification of users by groups may be achieved in various ways in the networking environment. For
example, the network identifiers (e.g., internet addresses) for various components (e.g., hosts, gateways) can
be used as identifiers of groups of individual users (e.g., “all users at Host A”, “all users of network Q”) so
long as the individuals involved in the group are implied by the group identifier. For example, Host A might
employ a particular group-id, for which it maintains a list of explicit users in that group, in its network
exchange with Host B, which accepts the group-id under the conditions of this interpretation.

For networks, individual hosts will impose need-to-know controls over their users on the basis of named
individuals — much like (in fact, probably the same) controls used when there is no network connected.

When group identifiers are acceptable for access control, the identifier of some other host may be employed, to
eliminate the maintenance that would be required if individual identification of remote users was employed.
In Class C2 and higher, however, it must be possible from that audit to identify (immediately or at some
later time) exactly the individual represented by a group identifier at the time of the use of that identifier.
There is allowed to be an uncertainty because of elapsed time between changes in the group membership
and the enforcement in the access control mechanisms.

2 Although the Assure EC 4.11 for Novell satisfies the functional aspects of this requirement, it does not provide any assurances
above its target C2 class.
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The DAC mechanism of a NTCB partition may be implemented at the interface of the reference monitor
or may be distributed in subjects that are part of the NTCB in the same or different components. The
reference monitor manages all the physical resources of the system and from them creates the abstraction
of subjects and objects that it controls. Some of these subjects and objects may be used to implement a
part of the NTCB. When the DAC mechanism is distributed in such NTCB subjects (i.e., when outside the
reference monitor), the assurance requirements (see Assurance section) for the design and implementation

of the DAC shall be those of class C2 for all networks of Class C2 or above.

When integrity is included as part of the network DAC policy, the above interpretation shall be specifically
applied to the controls over modification, viz, the write mode of access, within each component based on
identified users or groups of users.

Applicable Features

As discussed in Section 8.2, Discretionary Access Control, page 99, the Assure EC 4.11 for Novell DAC
mechanism utilizes a user ACL constructed from component ACL attributes to mediate access to protected
named objects (i.e., files and directories). Access to any named object can be explicitly denied to a user
by the system administrator specifying a NULL access rights field in the ACL entry corresponding to that
object.

Conclusion

Assure EC 4.11 for Novell satisfies the B3 Discretionary Access Control requirement.

Although the Assure EC 4.11 for Novell satisfies the functional aspects of this requirement, it does not provide any assurances
above its target C2 class.
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The Network Security Architecture and Design (NSAD), version 1.0, has established requirements that must
be met in order for the Assure EC 4.11 for Novell to be composed into a C2 evaluated network system.

The NSAD contains 33 requirements, 26 of which must be met exactly and allow no possibility of variability
between different types of components (e.g., Requirement R-G-3 states that a component must have an
Network Trusted Computer Base (NTCB) that protects local resources and mediates access to the network).
The other 7 allow for multiple ways to satisfy the requirements. For instance, the Object Reuse in Protocol
Fields requirement (i.e., Requirement R-OR-1, below) requires that the implementation of all protocols must
prevent the reuse of a user’s residual data by another user. This requirement can be satisfied either by the
receiver’s NTCB filtering out any padding in short packets or by the sender’s NTCB preventing the padding
of packets.

The variation in ways to satisfy the 7 requirements results in a requirements- ector that identifies the type
of component. The composition rules for a specific type of component are determined from its requirements-
vector and govern the other types of components that can be composed into a C2 network system.

The requirements presented in the NSAD establish that the Assure EC 4.11 for Novell supplies interfaces
that correctly interoperate with other components that satisfy this NSAD. The Assure EC 4.11 for Novell is
found to support an implementation of network protocols consistent with those specified in the NSAD, and
that the Assure EC 4.11 for Novell can be configured in a manner that allows secure connectivity with other
components in the network.

The NSAD requirements and requirements-vector entries for the Assure EC 4.11 for Novell are presented
below.

Requirement R-G-1

A Trusted NetWare network component meets the requirements for at least a C2 component
rating under the TNI.

Applicable Features

The Assure EC 4.11 for Novell is being evaluated as a C24 DI component against the Trusted Network
Interpretation (TNI) of the Trusted Computer System Evaluation Criteria (TCSEC).
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Requirement R-G-2

If a network component provides network services, it provides only the network services defined
in this architecture. A Trusted NetWare network component implements the protocols defined in
this architecture to provide and/or access the network services required to perform its function.

Applicable Features

The Assure EC 4.11 for Novell is a client in a NetWare 4.11 network and can only communicate with NetWare
4.11 Servers. Its NetWare Client software can only communicate via the IPX, SPX, SPXII, NCP, PCP, and
PSSCP protocols. The Packet Filter software on the MicroServer prevents communication with any network
entities other than NetWare 4.11 Servers.

Requirement R-G-3

Each network component must have an NTCB partition that protects applicable local re-
sources and mediates access to the network. The NTCB partition must meet the applicable TNI
requirements for a C2 component.

Applicable Features

The Assure EC 4.11 for Novell has the MicroServer which provides the NTCB partition. The MicroServer
provides access to, and protection of, all local resources on the Assure EC 4.11 for Novell. Further, it
mediates all network accesses and exercises the appropriate control of all incoming and outgoing packets.

Requirement R-G-4

Where the server role for any network service is implemented in a component, it must be
implemented as part of the NTCB partition for that component.

Applicable Features

The Assure EC 4.11 for Novell implements no server role in a NetWare 4.11 Server Network.

Requirement R-G-5

Each enterprise network (network system) must include at least one component that provides
trusted administrative utilities capable of configuring the servers’ file systems, NDS objects, NDS
object properties, NDS partitions, volume and NDS auditing, and print servers.

152
16 December 1997



Tracor Assure EC 4.11 for Novell FER

Applicable Features

The Assure EC 4.11 for Novell can operate as an Administrative Workstation for NetWare 4.11 Servers.
The NetWare 4.11 Server Network architecture permits an unlimited number of administrative components.
Consequently, 1t is always possible to add another Administrative Control workstation. However, it is not
permitted to remove the last remaining administrative component, otherwise, the network would be running
without the ability to administer its servers.

The Assure EC 4.11 for Novell provides access to, and the use of, NetWare 4.11 Server administrative software

including NETADMIN, AUDITCON, PARTMGR, PCONSOLE, and PRINTCON.

An Assure EC 4.11 for Novell can operate as both an untrusted user and an administrator workstation at
different times.

The requirements-vector entry for this requirement is: Administrative Workstation.

Requirement R-SA-1

A component NTCB partition may not permit untrusted software to directly control signaling
on the network cable.

Applicable Features

The MicroServer mediates all access (i.e., controls signaling) by untrusted software to the network interface.
The Packet Filter enforces security and prevents untrusted users from directly issuing network traffic. It
mediates the flow of network packets between the Platform software and the network media. It verifies that
only IPX-type packets are exchanged between the untrusted software on the Platform and the network.

Requirement R-SA-2

Each component in a Trusted NetWare network segment must have a unique Link Layer
address.

Applicable Features

Each Assure EC 4.11 for Novell has a unique Internet Packet Exchange (IPX) address consisting of IPX
network number and node address. The Assure EC 4.11 for Novell also contains its fixed Ethernet address.

Requirement R-SA-3

A component NTCB partition must prevent untrusted subjects in that component from
accessing those incoming link layer packets that are neither (a) specifically addressed to the
component nor (b) broadcast.
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Applicable Features

For incoming traffic, the Packet Filter verifies that packets are intended for the untrusted user based the
destination IPX address.

Requirement R-SA-4

Every workstation and server component in a Trusted NetWare network must have a unique
Internetwork Layer (IPX) address. The configuration of NTCB partitions on each individual
network segment shall ensure that the address of each delivered IPX packet correctly reflects the
origin of the packet.

Applicable Features

IPX source addresses are used by servers to tie a user’s actions to a user workstation. The Assure EC 4.11
for Novell is characterized as an IPX Guaranteed Workstation with respect to IPX source address validity.
Because the workstation provides TCB mechanisms to prevent untrusted software from using improper IPX
source addresses, it is possible to install the Assure EC 4.11 for Novell on any network segment without
further analysis of IPX source address validity and without violating the network’s security architecture.

The Packet Filter software on the MicroServer is responsible for enforcing IPX addressing policy. The Packet
Filter ensures that the IPX source address is correct for all packets transmitted.

The requirements-vector entry for this requirement is: IPX Guaranteed Workstation.

Requirement R-SA-5

The configuration of NTCB partitions shall not permit untrusted subjects to receive non-IPX
messages. Server components shall discard all non-IPX messages and shall not generate any
non-IPX messages.

Applicable Features

The Packet Filter software on the MicroServer ensures that only IPX type packets are sent by the Assure
EC 4.11 for Novell to the network and received by the Assure EC 4.11 for Novell from the network.

Requirement R-SA-6

The configuration of NTCB partitions on each individual network segment shall prevent un-
trusted subjects from delivering RIP or SAP advertisements to other components.
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Applicable Features

The Routing Information Protocol (RIP) and Service Advertising Protocol (SAP) are used to broadcast
network configuration data throughout the network. The Assure EC 4.11 for Novell is characterized as an
Input/Output Filtering Workstation with respect to RIP/SAP Advertising Validity. Because the workstation
provides TCB mechanisms to filter both incoming RIP/SAP broadcasts from other workstations and outgoing
RIP/SAP responses from untrusted software on the workstation, it is possible to install the Assure EC 4.11
for Novell on any network segment without further analysis of RIP/SAP advertising validity and without
violating the network’s security architecture.

The Packet Filter software on the MicroServer is responsible for enforcing the RIP/SAP policy.

The requirements-vector entry for this requirement is: Input/Output Filtering Workstation.

Requirement R-SA-7

The network shall prevent the disclosure or modification of data in transit on the communi-
cations medium (e.g., the LAN cabling) by appropriate technical means or procedural methods.

Applicable Features

This requirement reflects a system-level requirement. The workstation provides no embedded encryption
capability for transmission of packets and assumes either (a) outboard encryption is provided, (b) the com-
munications media are protected physically or procedurally, or (¢) a determination has been made that no
communications protection is required.

The requirements-vector entry for this requirement is: Non-Encrypting Workstation.

Requirement R-SA-8

Where the NTCB partition in a component depends on the implementation of any protocol
for a protection-critical function, the protocol must be implemented as part of the NTCB in that
component.

Applicable Features

The Assure EC 4.11 for Novell depends on the implementation of NetWare Core Protocol (NCP)s for Audit
processing, Identification and Authentication, and system initialization. The NetWare Client responsible for
issuing all NCPs to the network is in the NTCB.

The MicroServer implements NetWare Client software and with the Request Agent, Assure Reference Me-
diator, and the Packet Filter implements and mediates all protocol processing on the Assure EC 4.11 for
Novell.
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Requirement R-SA-9

A component NTCB partition that provides for untrusted client role software must allow for
not more than one user at a time with respect to network services.

Applicable Features

The Assure EC 4.11 for Novell supports one user at a time.

Requirement R-RI-1

The configuration of NTCB partitions throughout the network shall prevent delivery of net-
work messages from one untrusted subject to another.

Applicable Features

The Packet Filter software on the MicroServer verifies that the destination addresses of outgoing packets
correspond only to known NetWare 4.11 Server addresses. Likewise the Packet Filter verifies that the source
IPX addresses of incoming packets also only correspond to those of known NetWare 4.11 Servers. IPX traffic
is not allowed to travel between untrusted clients.

The requirements-vector entry for this requirement is: Input/Output Filtering IPX Lookup Workstation.

Requirement R-RI-2

Any NTCB partition that performs routing functions must discard IPX type 20 packets.

Applicable Features

The requirement is not applicable to workstation components.

Requirement R-TA-1

A user must be identified and authenticated to at least one NTCB partition before using
untrusted software to access the network’s protected resources. Any trusted software used before
the user has been identified and authenticated to at least one NTCB partition may provide access
to those network protected resources necessary for performing identification and authentication,
but not any other network protected resources.
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Applicable Features

The Assure EC 4.11 for Novell requires users to login before granting access to any local or remote resources.
No untrusted software can be run prior to user login. At system initialization time the user is identified and
authenticated to both the Assure EC 4.11 for Novell and to NetWare 4.11 Servers. In the event that the user
cannot login to a NetWare 4.11 Server, but can login to the Assure EC 4.11 for Novell, the user is allowed
to access local, but not remote resources. In the event that the user cannot login to the Assure EC 4.11 for
Novell they are not granted access to any resources (e.g., they can not log into a NetWare 4.11 Server).

Requirement R-TA-2

The configuration of NTCB partitions on the enterprise network, along with the authentica-
tion protocols, shall prevent authentication materials used to represent a user on one component
from being reused by a user on another component.

Applicable Features

Because protocol stacks that run within untrusted user sessions have access to the user’s password and a
credential and signature that can be subsequently used for background authentication, NetWare 4.11 provides
various approaches to protecting these authentication materials.

On the Assure EC 4.11 for Novell, critical authentication material is not made available to the Platform.
The physical isolation of the MicroServer from the Platform provides the protection of this material. The
Assure Reference Mediator software on the MicroServer is responsible for managing user login to both the
Assure EC 4.11 for Novell and to NetWare 4.11 Servers. It maintains control over all Identification and
Authentication data at all times. This material is not visible to untrusted software and cannot be reused on
other network components.

The requirements-vector entry for this requirement is: TCB Protecting Workstation.

Requirement R-TA-3

Workstation components may provide their own identification and authentication.

Applicable Features

The Assure EC 4.11 for Novell workstation provides 1&A before allowing users to run any software.

Requirement R-AC-1

Each component that provides a service shall apply the network security policy.
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Applicable Features

The Assure EC 4.11 for Novell provides no services to other network components.

Requirement R-AC-2

The network architecture does not specify any requirements for granularity of the named
objects stored in the network.

Applicable Features

The Assure EC 4.11 for Novell controls access to local Novell DOS (NDOS) files, directories, and I/O ports.
This is an acceptable level of granularity for this network architecture.

Requirement R-AC-3

Workstation components may limit access to network services.

Applicable Features

The Assure EC workstation does not impose any limits to network services, except to prevent certain bindery
and NDS operations relating to logins and password changing by non-administrative users. Specifically, the
following types of NCPs are blocked for non-administrative users: bindery logins, bindery password changes,
NDS password changes, and all SMS operations. In addition, NDS operations that rely on the NetWare
password are modified to use the NetWare password provided at workstation startup.

The Assure EC 4.11 for Novell also prevents the origination of SMSP, RIP and SAP response packets.

Requirement R-AC-4

Workstation components may provide abstractions of network resources.

Applicable Features

The Assure EC 4.11 for Novell workstation does not provide abstractions of network resources.

Requirement R-OR-1

The implementation of all protocols must prevent the reuse of a user’s residual data by another
user.
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Applicable Features

Some server components may not provide object reuse protection for packets that they generate. That is,
the server may send short packets to a workstation that are padded with residual data from another user’s
session. The network architecture provides various methods to ensure that this residual data is not made
available to another user at a client workstation.

Within the MicroServer, the Packet Filter is responsible for comparing the length of an IPX packet against
the length of the containing Ethernet packet. In the event that the IPX packet is shorter than the Ethernet
packet the Packet Filter will overwrite the filler data with zeros before the packet is passed along. This is
done for both incoming (from server to workstation) and outgoing (from workstation to server) packets.

The requirements-vector entry for this requirement is: Residual Data Protecting Workstation.

Requirement R-A-1

Audit data from each component may be stored at that component or it may be stored at
another component. If audit data from multiple components is stored at a common component,
it may or may not be integrated into a single stream.

Applicable Features

The Assure EC 4.11 for Novell audits local events and uploads the records to a server component. All audit
data from workstations in the same domain (i.e., those that share configuration data) are stored in the same
NDS container and are integrated into the same stream based on synchronized time.

Requirement R-T-1

The Trusted Facility Manual (TFM) for each component shall describe the design factors,
allocation to components, and permitted configurations for each of the above listed requirements.

Applicable Features

The Assure EC 4.11 for Novell Trusted Facility Manual (TFM) completely describes the design, configuration,
and operation of the Assure EC 4.11 for Novell.

Requirement R-T-2

The TFM for each specific component shall include instructions to the network administrator
that each component TFM must be read and understood for all components existing on the
network before connecting the component referenced in the specific TFM.
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Applicable Features

The Assure EC 4.11 for Novell TFM instructs the administrator to obtain and analyze the TFMs for each
component in a network before adding the Assure EC 4.11 for Novell to that network.

Requirement R-T-3

The TFM for each component shall include instructions to the network administrator that
the contents of that component TFM 1is included in the network TFM and must be read to
understand the design factors, allocation to components, and permitted configurations for each
of the above listed requirements for all components of the network.

Applicable Features

The Assure EC 4.11 for Novell TFM instructs the administrator to obtain all TFMs for the network and to
analyze the design factors, configurations, statements about permissible interactions and the requirements
vector for each network component.

Requirement R-T-4

The TFM for each component shall describe necessary administrator action when that com-
ponent is taken off-line or when that component should fail to operate and still preserve the
security behavior of the network. Similarly, specific information must be provided in each com-
ponent TFM to the administrator to successfully reconnect the component to the network and
maintain the security preserving behavior of the network.

Applicable Features

The TFM for the Assure EC 4.11 for Novell describes it as an Administrative Workstation and informs the
administrator that for the network to be in secure operation there must be at least one Assure EC 4.11
for Novell located on the network at all times. The Assure EC 4.11 for Novell TFM describes the actions
necessary to add, remove, or restore a Assure EC 4.11 for Novell to a network.

Requirement R-T-5

The Trusted Facility Manual (TFM) for each workstation component shall describe the T&A
policy, if any, enforced by the workstation component itself.

Applicable Features

The Assure EC 4.11 for Novell Trusted Facility Manual describes the 1&A policy.
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Requirement R-T-6

The Trusted Facility Manual (TFM) for each workstation component shall describe any lim-
itations imposed by the workstation component NTCB partition on access to network services.

Applicable Features

The Assure EC 4.11 for Novell Trusted Facility Manual states the limitations imposed.

Requirement R-T-7

The Trusted Facility Manual (TFM) for each workstation component shall describe any ab-
stractions provided by the workstation component NTCB partition on network resources.

Applicable Features

The Assure EC 4.11 for Novell Trusted Facility Manual states that no abstractions are provided.

Requirement R-S-1

The Security Features User’s Guide (SFUG) for each component that provides a human
interface for non-administrative users shall describe user visible protection mechanisms at the
global (network system) level and at the user interface of each component, and the interaction
among these.

Applicable Features

The Assure EC 4.11 for Novell Security Features User’s Guide describes the use of both Assure EC 4.11 for
Novell-local facilities and access to services provided by NetWare servers. This includes descriptions of using
both local and network 1&A, access to local and remote file and other objects, and the auditing of both local
and remote actions. The separation of Assure EC 4.11 for Novell and NetWare 4.11 server responsibilities
are clearly described with warnings and examples.
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Evaluator Comm nts

During the course of the evaluation, the evaluation team compiled a list of comments regarding notable
features of the Assure EC 4.11 for Novell. These comments do not affect the system’s compliance with either
the Trusted Computer System Evaluation Criteria (TCSEC) or Trusted Network Interpretation (TNT).

12.1 Not All Storage Resources Meet B3 DAC Requirements

The Assure EC 4.11 for Novell has been evaluated as a C2+ DI TNI network component meeting the B3 DAC
requirements because it includes an Access Control List (ACL) mechanism for workstation named objects.
However, while it is true that an ACL mechanism meeting B3 requirements does exist, this mechanism does
not extend to all storage containers that, under other circumstances, would be considered named objects.
In the security architecture of the Assure EC 4.11 for Novell, the I/O ports are excluded from the set of
named objects. These have their own DAC policy that does not utilize ACLs. To preserve the ability of the
Assure EC 4.11 for Novell to meet B3 Discretionary Access Control (DAC) requirements, the I/O ports are
categorized as ther Protected Resources.

12.2 Standard A lications May Be Di cult To Use

The DAC for workstation local files may be difficult to use effectively with standard application software.
For example, some applications write temporary files to a single common directory. Proper protection of
these files can be difficult to arrange when a workstation is shared by multiple users.

12.3 Audit Meets C2 Requirements

The Assure EC 4.11 for Novell creates, maintains, and protects an audit trail of access to file system objects,
I/0 ports, and network communications. Audit trail records are temporarily stored on the workstation prior
to being sent to a NetWare Server for archival storage. While stored on the workstation the audit records
are protected by DAC with no access being granted to ordinary users. While stored on a NetWare Server,
the workstation audit trail is fully differentiated from the Server’s own audit trails.

The audit trail consists of a number of audit event records along with an audit trail header. Each audit event
record contains a time stamp, the workstation ID, the event type, the subject name, and event specific data
(e.g., the name of a file object and the requested operation, etc.). The status code of the auditable event is
also included.
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The types of events audited include logon/logoff, file operations, and network operations. The auditing of
network operations is restricted to record the issuing of a network packet, with only the destination IPX
address being included in the audit record (the complete auditable details of a network request issued from
a workstation are captured in a NetWare Server’s own audit trail). The auditing of administrative actions
is no different than the auditing of ordinary users’ actions.

Audit record preselection can be accomplished via the use of administrative tools that can specify preselection
criteria including individual users or operations, etc. Post selection of the audit trail is also possible using
the audit analysis tools.

Prior to audit analysis, the audit trail for a single workstation, or group of workstations, must be down loaded
from a NetWare Server. Audit reductions tools located on the workstation can then be used to review the
audit trail.

The Assure EC 4.11 for Novell appears to meet the C2 Audit requirements. However, due to a request by
the vendor the workstation was not evaluated against these requirements. Doing so could have interfered
with the workstation being awarded a C2+ rating.
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Evaluat ar war

The evaluated hardware for the Assure EC 4.11 for Novell consists of two classes: the IBM PC 700 series,
and the MicroServer board. Each is presented below.

A1 IBM PC 700

The evaluated workstation consists of the Assure EC card installed in the following IBM PC 700 models:

e 6877 models: KAA, KAC, VAA, VAC, VAG, VAE, KAN, KAR, VAN, VAR

o 6887 models: KAA, KAC, VAA, VAC, YAA, 8AB, EAA, FAA, HAA, KAE, KAG, VAE, VAG, KAN,
KAR, VAN, VAR

6877 line machines are 3x3 (i.e., three bus slots and three peripheral bays), while 6887 line machines are 5x5
(i.e., five bus slots and five peripheral bays). The 68x7 identifier simply identifies the product as an IBM PC
700 series machine.

The three character suffix is decoded as “xyz”, where “x” indicates the CPU speed and disk drive size, “y”
indicates peripherals, and “z” indicates memory and preloaded software.

Following are the valid values for “x”:

100MHz CPU, OMB IDE disk (hard drive provided by end user)
100MHz CPU, 1200MB IDE disk
F 133MHz CPU, OMB IDE disk
133MHz CPU, 1200MB IDE disk
133MHz CPU, 1700MB IDE disk
166MHz CPU, OMB IDE disk
166MHz CPU, 1200MB IDE disk
166MHz CPU, 1700MB IDE disk

All 100MHz and 133MHz models have 256 KB cache, while 166MHz models have 512KB cache.

Following are the valid values for “y”:
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A No additional peripherals (i.e., no NIC, CD, or PCMCIA)

Following are the valid values for “z” (PAR means parity memory, while EDO means “Extended Data Out”,
which is a high performance memory option):

A 16MB EDO, no preloaded software

32MB EDO, no preloaded software
C 16MB PAR, no preloaded software

16MB EDO, Windows 95 and OS/2 preinstalled
G 16MB PAR, Windows 95 and OS/2 preinstalled
N 16MB EDO, Windows 95 preinstalled
R 16MB PAR, Windows 95 preinstalled

Note that for all models, including those preloaded with Windows 95 and/or OS/2 software, the installation
process requires wiping the disk clean as part of MicroServer installation and reinstalling DOS. Thus, neither
Windows 95 nor OS/2 is included in the evaluated configuration.

For example, the KAG suffix indicates a machine with a 100MHz CPU, 1200MB IDE disk, no additional
peripherals;, 16MB EDO memory, 256 KB cache, preloaded with Windows 95.

A.2 MicroSer er Board

The MicroServer hardware is a custom designed Application Specific Integrated Circuit (ASIC). It contains
an Advanced Micro Devices 386SE chip as well as the Assure Bus Interface (ABI). The ABI contains the
Flexible Port Protection and the Dual Ported RAM. The ASIC also contains storage holding the EBIOS and
the MBIOS, as well as the IDE hard disk controller. In addition, the ASIC also contains a DES encryption
chip and the write-only key storage. An AMD 79C961 Ethernet Controller, configured as a 10 Base-T
interface, is also located on the ASIC. The MicroServer in the evaluated configuration is the Assure EC
version 4.11.
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The TCB software that makes up the evaluated configuration of Assure EC 4.11 for Novell comes in two
orderable entities: the Assure EC software, Version 4.11, and the NetWare 4.11 client software with patches.
This software is installed and operated in accordance with configuration-related restrictions specified in the
TFM for C2-compliant operation.

The main programs of Assure EC version 4.11 are listed below.

e Novell DOS version 7 - the main programs are:

O 00 ~ O O s W N =

e e e e
St W N = O

16.

The administrator may install MSDOS version 6.22 on the Platform to be used for the administrative
session instead of Novell DOS. The required software for MSDOS are:

St W N =
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6.
7.
8
9

10.
11.
12.
13.
14.

e Assure EC programs - the main programs are:

W 0 =~ O Ot = W N =

—_
o

11.
12.
13.
14.
15.
16.
17.

e The Assure EC NetWare client stack main programs are:

-~ O Ot AW N =
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10.
11.
12.
13.
14.
15.
16.
17.

Tracor Assure EC 4.11 for Novell FER

The following files from Version 4.11 of Tracor NetWare release CD-ROM (as supplemented by Novell’s

NetWare 4.11 Service Pack 3a), which collectively make up the NetWare client utilities:

10.
11.

, Version 4.34, dated 28 April 1997
, Version 4.25, dated 23 May 1996
, Version 4.13, dated 4 June 1996
, Version 4.13, dated 20 July 1996
, Version 4.13, dated 5 June 1996
, Version 4.66, dated 25 September 1996
, Version 4.15, dated 20 May 1996
, Version 4.17, dated 16 February 1996
, Version 4.15, dated 16 February 1996
, Version 4.15, dated 16 February 1996
, Version 4.15, dated 16 February 1996
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Evaluat Pro ucts ist Entr

Report No CSC-FER-97/003
AS OF 7 October 1997
RODUCT Assure EC 4.11 for Novell
NDOR Tracor Information Systems (formerly Cordant, Inc.)
A UATION C ASS C2+ DI (TNI Network Component)

RODUCT D SCRI TION

Assure EC 4.11 for Novell performs the workstation role described in the Network Security Architecture and
Design (NSAD) for the NetWare 4 Network System. The NetWare 4 Network System is a complete network
system that is designed to satisfy the requirements of TNI Class C2, along with ITSEC E2 / F-C2. It consists
of one or more C2-evaluated client workstations, at least one C2-evaluated administration workstation, and
one or more Novell NetWare 4.11 Servers operating securely in a collaborative fashion across a network.

Assure EC 4.11 for Novell is an IBM compatible PC workstation that operates as a DOS and Windows
compliant application platform. This workstation provides controlled access to the network and to local
storage and peripherals. DOS and Windows applications operate unmodified directly on the workstation’s
standard hardware and operating system software. Additional workstation hardware and software provides
control over access to local and network information in spite of the lack of controls provided by the standard
PC software.

Assure EC 4.11 for Novell utilizes the services provided by NetWare 4.11 Servers to store security-critical data.
This permits groups of workstations to be logically organized to share the same configuration (e.g., support
the same users with the same access rights). Communication with NetWare servers is over a physically
protected Ethernet (10BaseT) cable. As with all evaluated products, the Assure EC 4.11 for Novell must be
protected against physical tampering.

Assure EC 4.11 for Novell provides Identification and Authentication (I&A) for each user before any access is
granted to the system. I&A is based on usernames and passwords and allows for the control and monitoring
of all user access to the workstation.

Assure EC 4.11 for Novell provides administrator-controlled discretionary access control (DAC) protections
for files, directories and Input/Output devices located on the workstation. File and directory DAC is provided
by an Access Control List (ACL) mechanism that uses ACL entries containing a user/group name, a file
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pathname pattern, and a list of access rights settings. Device DAC is provided by assigning device rights to
users.

Audit is performed for all accesses to protected workstation objects. Audit records are copied to Novell
NetWare 4.11 Servers for storage.

Assure EC 4.11 for Novell provides a processing environment for one user (or administrator) at a time (i.e.,
Assure EC 4.11 for Novell is a single user system). It consists of two separate hardware domains: an off
the shelf IBM compatible PC and an Assure EC plug-in card containing an Advanced Micro Devices 3865X
processor. The evaluated PC platforms are certain IBM 700 series computers based on the Intel Pentium
processor.

Assure EC 4.11 for Novell includes menu-based tools for managing both workstations like itself, and NetWare
4.11 Servers. It can serve as an administrative workstation for NetWare 4.11 Servers. Secure management of
Assure EC 4.11 for Novell is performed through central network management, which allows an administrator
to configure user, access control, and audit information for a network of workstations using Novell Directory
Services (NDS). Administrators can control not only file access, but also access to peripherals such as floppy
disk drives and serial and parallel /O ports.

Assure EC 4.11 for Novell also provides advanced cryptographic services that allow additional protection of
security-critical and ordinary user data. This includes transparent file encryption using the Data Encryption
Standard (DES). The cryptographic services, however, have no role in enforcing any of the evaluated security
policies and hence were not analyzed in the context of the evaluation.

RODUCT STATUS

Assure EC 4.11 for Novell is the latest entry in the Assure product family of PC and network security
products that have been offered as commercial off-the-shelf products since 1990. Assure EC 4.11 for Novell
became available in September 1996.

S CURIT A UATION STATUS

Assure EC 4.11 for Novell running on IBM 700 Series PCs was evaluated against the “DoD Trusted Computer
System Evaluation Criteria,” (TCSEC) dated December 1985, as interpreted by the “Trusted Network
Interpretation of the Trusted Computer System Evaluation Criteria,” (TNI) dated July 31, 1987 as a class
C2 network component.

The NSA evaluation team has determined that the highest class at which Assure EC 4.11 for Novell satisfies
all specified requirements of the Criteria is class C2+ DI. For a complete description of how the Assure EC
satisfies each requirement of the TCSEC and TNI, see the “Final Evaluation Report, Tracor Information
Systems (formerly Cordant, Inc.), Assure EC 4.11 for Novell” (Report CSC-FER-97/003).

Novell, Inc. has satisfied the requirements for participation in the Rating Maintenance Phase (RAMP). This
reflects intentions of maintaining the evaluation status of new versions of Assure EC 4.11 for Novell software
and hardware under the Rating Maintenance Phase.

N IRONM NTA STR NGT S

Assure EC 4.11 for Novell is suited to environments that need to run DOS and Windows 3.1 applications
in a secure environment. Because of the architecture of the product, Windows 95 support can be added
without reevaluation or RAMP.
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In addition to Assure EC 4.11 for Novell features that are intended to meet the C2+ DI requirements,
functional aspects of several higher level requirements are included: B3 discretionary access control (DAC),
B2 trusted path, and B1 informal model. However, no assurance above the C2 class is provided.

NDOR CONTACT

Assure EC 4.11 for Novell was developed by Tracor Information Systems and is marketed by SISTex, Inc.
For information, contact SISTex, Inc., at (703) 922-7717.

Assure and Assue EC are registered trademarks of SISTex, Inc. Novell and NetWare are registered trade-
marks and NetWare 4 is a trademark of Novell, Inc. Other product names mentioned herein are the
trademarks of their respective owners.
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cron 1ms

AC Access Control Entry

AC Access Control List

AFO Audit File Object

Al Application Programming Interface

ARM Assure Reference Mediator

AR Address Resolution Protocol

ASIC Application Specific Integrated
Circuit

I0S Basic Input/Output System

C T Component Business Team

CI Configuration Item

CMOS Complimentary Metal Oxide
Semiconductor

CcC U Central Processing Unit

DAC Discretionary Access Control

D S Data Encryption Standard

DT Directory Entry Table

DI Directory Information Base

DMA Direct Memory Access

DOS Disk Operating System

D R Dual Ported RAM
Evaluated Products List

FAT File Allocation Table

F R Final Evaluation Report

FST Functional Security Testing

F Flexible Port Protection

FT File Transfer Protocol

GUI Graphical User Interface

DD
ST
IDT
I AR
I TR

AN
RU

MSDOS
NC
NCSC
NDOS
NDS
NIC

N M
NSA
NSAD

NTC
oS

oSsT
RAM
RM- lan
RMR
SFT
SFUG
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Hard Disk Drive

Hardware Security Testing
Interrupt Descriptor Table

Initial Product Assessment Report

Intensive Preliminary Technical
Review

Internet Packet Exchange
Local Area Network

Least Recently Used

Link Support Layer
Microsoft DOS

NetWare Core Protocol
National Computer Security Center
Novell DOS

NetWare Directory Services
Network Interface Card
NetWare Loadable Module
National Security Agency

Network Security Architecture and
Design

Network Trusted Computer Base
Operating System

Power On Self Test

Rating Maintenance Phase
Rating Maintenance Plan
Rating Maintenance Report
System File Table

Security Features Users Guide
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TA
TC
TC
TCS C

TFM
TNI

T OC

TR

TRR
ocC

SA

Sequenced Packet Exchange
Technical Assessment

Trusted Computing Base
Transmission Control Protocol

Trusted Computer System
Evaluation Criteria

Trusted Facility Manual
Trusted Network Interpretation

Trusted Product Evaluation
Program

Technical Point of Contact
Technical Review Board

Test Readiness Review

Vendor Business Point of Contact
Virtual Loadable Module

Vendor Security Analyst
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